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Abstract 
Digitizing real estate and multi-tenant industrial parks in emerging markets requires more than sensors and 
software; It demands interoperable architectures, enforceable data rights, and operational capacity. This 
systematic literature review maps the intersection of AI, IoT, and governance across buildings, shared 
utilities, and park operations. Following PRISMA, we searched scholarly databases (2010 to 2023), screened 
for deployment and estate-relevant evidence, and synthesized mixed findings. In total, 115 peer reviewed 
studies met the inclusion criteria. Evidence converges on five capabilities that predict success: sustained 
observability via sensing and tagging; actionable interoperability via open protocols and semantic models; 
effective controllability using edge-first, cloud-connected designs; governance readiness clarifying 
ownership, access, retention, and provenance; and organizational uptake through training and workflow 
integration. Across operational optimization studies, energy intensity commonly falls by low double digits 
while comfort is maintained; reliability work reports material reductions in unplanned downtime and faster 
leak or fault localization in shared utilities. Estates that implement semantic tagging and layered 
interoperability shorten time to analytics and close a larger share of detected issues; edge analytics and 
network segmentation improve data completeness and limit incident blast radius under weak power and 
backhaul. Financing and institutional choices matter: performance based and service models, together with 
outcome based procurement, help pilots scale into durable programs. We conclude with a maturity model, a 
governance checkpoint framework, and a KPI palette to link technical decisions to verifiable outcomes in real 
world estates. Implications for policymakers and operators are discussed, with emphasis on replicability and 
measurement and verification. 
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INTRODUCTION 
The digital transformation of real assets has introduced a set of interlocking concepts digitization, 
digitalization, and digital transformation that are often conflated but analytically distinct. Digitization 
refers to converting analog information into digital formats (e.g., meter readings, as-built drawings), 
while digitalization denotes embedding digital technologies into processes to change how work is done 
(e.g., predictive maintenance and automated dispatch in facilities management). Digital transformation 
is broader: reconfiguring organizational models, value chains, and governance through pervasive 
datafication and analytics (Kitchin, 2014; Lu & Xu, 2019; Minoli et al., 2017). In real estate, this agenda 
is commonly framed as PropTech, encompassing data platforms, sensors, AI-enabled automation, and 
novel transactional infrastructures across the property lifecycle from acquisition to operations (Starr et 
al., 2021). Industrial parks often established within special economic zones (SEZs) are a parallel but 
related locus of digitization due to their concentration of manufacturing, logistics, utilities, and joint 
infrastructure that benefit from standardized data pipelines and coordinated operations (Costa et al., 
2010; Negesa et al., 2022). Across both sectors, Internet of Things (IoT) networks, cyber-physical systems 
(CPS), and digital twins enable real-time sensing, actuation, and high-fidelity virtual replicas of assets 
and processes (Fuller et al., 2020; Humayed et al., 2017; Xu et al., 2014). These technologies promise 
granular visibility into energy, comfort, safety, and throughput, aligning with international policy goals 
around efficient buildings and industrial ecology (Bibri & Krogstie, 2017; Chertow, 2000; OECD, 2023). 
Yet technical integration hinges on interoperability standards in building automation and industry 
(e.g., BACnet and OPC UA), while institutional integration hinges on data governance regimes that 
determine who may access, combine, and act upon operational data across organizational boundaries 
(Bushby, 1997; Janssen et al., 2020; Tzimas et al., 2022). Clarifying these definitional and institutional 
foundations provides a basis for reviewing the literature on AI, IoT, and governance in emerging 
markets’ real estate and industrial parks. 
Internationally, the significance of digitizing real estate and industrial parks stems from the immense 
ecological and economic footprint of buildings and manufacturing clusters, which consume substantial 
energy and materials and generate complex risk profiles that are not easily managed with periodic 
audits alone (Bushby, 1997; GhaffarianHoseini & et al., 2016; Kolokotsa & et al., 2016). Real estate 
operations increasingly rely on Building Management Systems (BMS) and supervisory control to 
orchestrate HVAC, lighting, access, and life safety; industrial parks coordinate utilities, waste heat, 
water, logistics, and safety across co-located firms (Jahid, 2022; Madni et al., 2019; Negesa et al., 2022). 
IoT expands these control planes with dense sensing and edge computation, while AI augments control 
strategies with learning-based optimization in high-dimensional, stochastic environments such as 
thermal comfort and process control (Drgoňa et al., 2020; Wei et al., 2017). Digital twins consolidate 
multi-source telemetry and asset models to support scenario analysis, fault diagnostics, and 
synchronization between virtual and physical states in buildings and plants (Boje et al., 2020; Deng et 
al., 2022). In emerging markets, these capabilities intersect with industrial policy objectives: SEZs and 
eco-industrial parks aim to spur export-oriented manufacturing while improving environmental 
performance through symbiosis and shared infrastructure; digitization provides the data substrate to 
coordinate material and energy loops at scale (Chertow, 2000). At the same time, legal-institutional 
frameworks for data access, cybersecurity, and cross-border flows are uneven, raising governance 
questions for multi-tenant campuses and asset owners embedded in global value chains (Greenleaf, 
2019; OECD, 2023). This international context underscores why digitization is not merely a technical 
project but also a question of how rules, roles, and rights structure data-driven operations. 
Technically, digitization relies on layered interoperability that spans field devices, networks, data 
models, and applications. In buildings, BACnet (ISO 16484-5/ASHRAE 135) provides a widely adopted 
object-oriented protocol for multi-vendor integration of HVAC, lighting, and other subsystems, 
forming the backbone of many BMS deployments (Minoli et al., 2017). In industrial environments, OPC 
UA offers platform-independent, service-oriented interoperability with information modeling, 
security, and scalability across edge-to-cloud pathways features increasingly leveraged in Industrial 
IoT (IIoT) and Industry 4.0 settings (Hermann et al., 2016; Arifur & Noor, 2022). Edge computing 
reduces latency and bandwidth demands by colocating analytics with sensors and actuators, enabling 
closed-loop control and fault detection without continuous cloud dependency (Shi et al., 2016). The 
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consolidation of these stacks facilitates model-based control and machine learning for optimization: in 
buildings, model predictive control (MPC) and reinforcement learning approaches can reduce energy 
while maintaining comfort; in industrial systems, similar methods target throughput, quality, and asset 
health (Hermann et al., 2016; Shi et al., 2016). Digital twin architectures stitch together BIM/asset 
models, telemetry, and simulation to maintain a living representation of assets, increasingly discussed 
for both construction and operations (Boje et al., 2020; Hasan & Uddin, 2022). The literature thus points 
to a technology stack where standardized data exchange enables advanced control and analytics, and 
where the value of data increases when organizational silos give way to federated access across owners, 
operators, and tenants (Barns, 2018; Janssen et al., 2020). 
 

Figure  1: Digitization in Real Estate and Industrial Parks 

 
Within this technological stack, artificial intelligence techniques play a pivotal role in addressing 
control, forecasting, and anomaly detection in environments characterized by uncertainty, where 
decision-making must remain both adaptive and efficient. Reinforcement learning and model 
predictive control (MPC) have been explored extensively for the optimization of HVAC systems, with 
an emphasis on striking a balance between occupant comfort and energy efficiency while 
simultaneously adhering to equipment limitations and responding to variations in user behavior 
(Afram & Janabi-Sharifi, 2014; Rahaman, 2022). In industrial contexts, machine learning methods 
contribute to predictive maintenance, accurate estimation of remaining useful life, and the 
identification of anomalous patterns in processes, functions that rely heavily on consistent, high-quality 
time-series streams originating from sensor networks and control systems (Humayed et al., 2017; 
Rahaman & Ashraf, 2022). Digital twin technologies extend these benefits further by facilitating state 
estimation and hypothetical scenario testing in cases where sensor coverage is incomplete, effectively 
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integrating physics-based modeling approaches with data-driven inference to achieve robust system 
understanding (Fuller et al., 2020; Islam, 2022). At the level of campuses and multi-building portfolios, 
the coordination enabled by AI becomes particularly significant for strategies such as peak-shaving, 
thermal storage management, and microgrid operation, each of which demands synchronized decision-
making and shared situational awareness across multiple subsystems (Kolokotsa & et al., 2016; Hasan 
et al., 2022). In the broader scope of industrial parks pursuing eco-industrial symbiosis, coordinated 
exchanges of waste heat, by-products, and utility flows are made feasible by data-rich systems 
supported by standardized metering infrastructures and governance arrangements that permit secure, 
auditable, and mutually beneficial information exchange among organizations that might otherwise 
remain in competition (Costa et al., 2010). Taken together, these developments in the literature highlight 
that AI and IoT should be regarded not as substitutes but as mutually enabling forces: sensors provide 
the crucial observability, standards ensure data portability, and learning-based control mechanisms 
transform these inputs into tangible gains in operational performance. 
The governance literature underscores that while datafication is celebrated for enabling efficient 
operations, it simultaneously generates profound questions of power asymmetry, accountability, and 
rights, making governance a central concern in smart systems. Scholars of smart cities and smart 
buildings remind us that data infrastructures are not neutral but socio-technical, embedding choices 
about what gets measured, who can access such information, and for what purposes it may ultimately 
be employed (Goodman, 2020; Kitchin, 2016). Within this context, debates over institutional models 
such as urban data trusts and data cooperatives highlight possible alternatives for managing shared 
data resources, each proposing distinct allocations of decision-making authority, fiduciary obligations, 
and mechanisms for distributing benefits equitably (Artyushina, 2020; Redwanul & Zafor, 2022). From 
the perspective of public-sector governance, the scholarship emphasizes the necessity of clarifying roles 
whether of ownership, stewardship, or custodianship alongside the adoption of robust metadata 
standards, transparent accountability mechanisms, and explicit pathways to value realization as 
foundational prerequisites for secure data sharing and responsible reuse (Bushby, 1997; Rezaul & 
Mesbaul, 2022). In applied contexts such as multi-tenant properties and industrial parks, these concerns 
take on heightened urgency due to the interplay between commercial confidentiality and operational 
safety, since unrestricted access to granular process or occupancy data risks revealing trade secrets or 
exposing vulnerabilities, thereby necessitating governance structures that enforce consent, purpose 
limitation, retention policies, and access control across diverse stakeholders (Humayed et al., 2017; 
Hasan, 2022). In parallel, comparative law research reveals a rapid global diffusion of comprehensive 
data protection laws across emerging markets, yet highlights persistent heterogeneity in enforcement 
capacity and cross-border data transfer mechanisms, a critical issue where cloud providers, integrators, 
and investors operate across multiple jurisdictions (Tarek, 2022; NIST, 2015). Collectively, the literature 
suggests that achieving technical interoperability without a corresponding framework of institutional 
interoperability risks fragmenting data value chains, undermining trust, and complicating 
accountability across increasingly interconnected ecosystems. 
Security and safety are core concerns in digitized real assets. Operational technology (OT) networks 
BMS, SCADA, PLCs were not originally designed for Internet-exposed threat models, and the CPS 
security literature documents risks of availability, integrity, and confidentiality violations with physical 
consequences (Knowles et al., 2015). Standards and guidance such as NIST SP 800-82 and the ISA/IEC 
62443 series (often referenced in academic and practitioner work) advocate defense-in-depth, zone-
and-conduit segmentation, and risk-based security levels mapped to asset criticality, with overlays for 
building and process control environments (Knowles et al., 2015). Within buildings, BACnet’s openness 
made multi-vendor integration feasible, but also motivated secure transports and rigorous access 
control at gateways and supervisory (Bushby, 1997; Deng et al., 2021). In industrial contexts, OPC UA’s 
integrated security services (authentication, encryption, signing) and information modeling can reduce 
custom glue-code and inconsistent policy enforcement (GhaffarianHoseini & et al., 2016). Security is 
not separable from governance: logging, auditability, and incident response require data retention and 
sharing policies that are intelligible to asset owners, OT integrators, tenants, and regulators (NIST, 
2015). For eco-industrial parks, safety research on shared utilities and hazardous processes underscores 
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the need for cross-organizational drills, shared telemetry, and clear liability regimes administrative 
concerns that are inseparable from digital architectures (Costa et al., 2010; Kamrul & Omar, 2022). The 
literature thus treats cybersecurity as both an architectural property and an institutional practice 
embedded in contracts, standards compliance, and operational governance (Hashem & et al., 2016; 
Kamrul & Tarek, 2022; Petersen, 2018). 
A final foundational strand connects digitization to sustainability and industrial ecology. Eco-industrial 
park research documents how co-located firms can exchange waste heat, water, and by-products to 
improve environmental performance and reduce costs, but notes that such exchanges depend on 
reliable measurement, verification, and coordination mechanisms (Lu & Xu, 2019). In buildings, energy 
and comfort optimization studies indicate that data-driven control can continuously adjust to 
occupancy, weather, and tariff signals, provided that sensing, models, and controls are well-calibrated 
(Afram & Janabi-Sharifi, 2014). Digital twins offer a unifying substrate for performance transparency, 
enabling operators and investors to interrogate operational states and intervention effects at portfolio 
or campus scale (Boje et al., 2020; Caragliu et al., 2011). For emerging economies deploying SEZs, case 
work from Ethiopia shows eco-industrial objectives being integrated into park governance, with 
international frameworks guiding monitoring and transition pathways (Mubashir & Abdul, 2022; 
Negesa et al., 2022). Smart-city governance literature complements this by articulating data governance 
frameworks that align with sustainability agendas, including stewardship models that prioritize public 
value and equitable access (Jobin et al., 2019; Knowles et al., 2015; Palattella & et al., 2016). Collectively, 
these studies position AI, IoT, and governance as mutually reinforcing components of an evidence-
based operational paradigm in real estate and industrial parks, setting the stage for a structured 
literature review of the eight focal subsections you specified (Jobin et al., 2019; Sadowski, 2019; Zhang 
et al., 2017). 
This review sets out clear, bounded objectives to organize a complex and rapidly expanding body of 
work on the digitization of real estate and industrial parks in emerging markets. First, it delineates the 
conceptual terrain by distinguishing digitization, digitalization, and digital transformation across asset 
lifecycles, and by defining the principal technologies AI, IoT, cyber-physical systems, building and 
industrial automation, and digital twins in terms that are comparable across building, utility, and 
manufacturing contexts. Second, it inventories applied use cases in parks and property operations, 
including energy and HVAC optimization, predictive maintenance, safety and compliance monitoring, 
occupancy and space analytics, logistics coordination, water and waste management, and microgrid or 
demand response control, with attention to measurable operational outcomes and decision variables. 
Third, it examines interoperability as a systems property, assessing protocols and data models used to 
connect field devices, gateways, platforms, and applications, and clarifying how integration choices 
shape portability, scalability, and vendor dependence. Fourth, it evaluates data governance 
arrangements that allocate roles, rights, and responsibilities among developers, operators, tenants, 
service providers, and public authorities, focusing on ownership, access, consent, retention, sharing 
mechanisms, and auditability in multi-tenant settings. Fifth, it assesses cybersecurity and safety 
practices for operational technology, addressing segmentation, authentication, monitoring, incident 
response, and alignment between supervisory controls and enterprise security postures. Sixth, it 
appraises infrastructure readiness and cost structures including power quality, connectivity options, 
edge-to-cloud architectures, and lifecycle costs so that technology choices can be read alongside local 
constraints. Seventh, it examines financing and institutional models relevant to deployment in 
emerging markets, including public–private partnerships, performance-based contracting, and 
capacity-building mechanisms that influence procurement and operations. Eighth, it synthesizes the 
literature into two structured artifacts a multilevel digitization maturity model for parks and large 
properties, and a governance checkpoint framework mapped to planning, procurement, deployment, 
operation, and evaluation together with a concise KPI palette for energy, reliability, safety, and 
throughput. Finally, it identifies recurrent evidence gaps and methodological limitations observed 
across studies to inform the scope of the subsequent review stages and the organization of the eight 
core literature subsections. 
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LITERATURE REVIEW 
This literature review maps the scholarly terrain at the intersection of digitized real estate and multi-
tenant industrial parks, foregrounding how AI, IoT, and data governance interact to shape operational 
practices in emerging markets. It first establishes a shared vocabulary distinguishing digitization (data 
capture), digitalization (process change), and digital transformation (organizational reconfiguration) 
and clarifies the core technologies that recur across studies: networked sensing and control in building 
and process automation, edge-to-cloud data platforms, digital twins linking asset models with live 
telemetry, and learning-based analytics for forecasting, optimization, and anomaly detection. The 
review then delineates the principal domains in which evidence accumulates: (1) technical architectures 
and interoperability across field devices, gateways, protocols, and information models; (2) AI/ML use 
cases spanning energy and HVAC optimization, predictive maintenance, safety and compliance 
monitoring, occupancy and space analytics, logistics coordination, water and waste management, and 
campus-level power management; (3) governance arrangements that assign roles, rights, and 
responsibilities for operational data in multi-stakeholder settings; and (4) cybersecurity and safety 
practices for operational technology where physical consequences and organizational boundaries 
heighten risk. Because the literature spans building portfolios, special economic zones, and eco-
industrial parks, it also attends to infrastructure readiness power quality, connectivity, latency 
constraints, and lifecycle costs that condition technology choices and influence whether analytics reside 
at the edge or in the cloud. Methodologically, the corpus includes controlled laboratory studies, field 
pilots, quasi-experimental evaluations, simulation and model-predictive control studies, case 
comparisons, and standards or policy analyses; taken together, these provide heterogeneous evidence 
on performance outcomes commonly expressed through KPIs such as uptime and mean time between 
failures, energy intensity and comfort metrics, incident rates, throughput and turnaround times, and 
water or waste indicators. A consistent thread concerns integration costs and vendor lock-in versus 
open, testable interoperability; another concerns the alignment of data access, consent, retention, and 
auditability with commercial confidentiality in multi-tenant environments. Given the cross-
jurisdictional nature of cloud services and investment flows, the review also notes how regulatory 
variation affects cross-border data handling and security assurance. This introduction positions the 
subsequent subsections to synthesize findings along eight focal themes, organizing a diverse body of 
work into a coherent analytic structure appropriate for real estate and industrial park contexts in 
emerging markets. 
Digitized Real Estate and Industrial Parks 
Digitizing real estate portfolios and industrial parks rests on a layered technical architecture that 
reliably moves data from heterogeneous “things” to decision systems at scale. At the device layer, 
sensing and actuation establish a cyber-physical interface to assets (e.g., HVAC plants, distribution 
switchgear, water systems, conveyors), while higher layers orchestrate identity, time, and context so 
streams can be fused into operational intelligence. Canonical Internet-of-Things (IoT) architectures 
emphasize modularity across perception, network, and application tiers to accommodate device 
diversity and evolving use cases (fault detection, comfort optimization, predictive maintenance) 
without frequent rewrites of the stack (Gubbi et al., 2013). Within this frame, cyber-physical systems 
(CPS) provide the structural blueprint for integrating physical processes with computation and control 
linking edge devices, analytics, and enterprise applications by feedback loops that balance latency, 
safety, and resilience requirements in production environments (Lee et al., 2015). Because campus-scale 
deployments must operate under variable power and backhaul conditions, edge computing becomes a 
first-class design element: pushing inference and control to gateways reduces round-trip delay, 
preserves operation during link outages, and limits data egress where bandwidth or sovereignty is 
constrained (Satyanarayanan, 2017). Connectivity choices are similarly architectural: low-power wide-
area technologies accommodate sparse, long-range telemetry for metering and environmental 
monitoring, while 5G/URLLC or wired industrial Ethernet serve time-critical controls; practical estates 
blend these to match traffic patterns and service-level objectives (Centenaro et al., 2016; Popovski et al., 
2018; Raza et al., 2017). Across layers, governance-ready data modeling consistent identifiers, well-
defined schemas, and provenance underpins cross-tenant reporting, billing, and compliance for multi-
building owners and park operators (Muhammad & Kamrul, 2022; Wollschlaeger et al., 2017). 
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Figure 2: Digitizing Real Estate Portfolios and Industrial Parks 

 
Interoperability at scale rests on communication frameworks and information models capable of 
bridging the heterogeneous vendor ecosystems that dominate buildings and industrial environments, 
ensuring that diverse components can function as a coherent whole. Within operational technology 
networks, automation is increasingly converging on service-oriented protocols, with OPC UA standing 
out as a cornerstone for sophisticated information modeling and for enabling secure client–server as 
well as publish–subscribe exchanges across both control and enterprise tiers (Wollschlaeger et al., 2017). 
To adapt such architectures for resource-constrained gateways while drawing on web patterns, 
RESTful extensions and profiles have demonstrated that OPC UA can expose resource-oriented 
interfaces without compromising compatibility, thereby boosting throughput and responsiveness for 
the kind of short-lived interactions essential in event-driven telemetry and real-time command flows 
(Grüner et al., 2016; Reduanul & Shoeb, 2022). On the telemetry side, the role of message brokers and 
lightweight protocols is equally vital, as low-power wide-area networks combined with MQTT permit 
battery-operated endpoints to transmit periodic readings reliably over extended lifespans, while 
higher-bandwidth wired and 5G links support demanding applications such as video analytics and 
closed-loop control systems (Raza et al., 2017; Kumar & Zobayer, 2022). Yet above the transport layer, 
the integration of information emerges as the true bottleneck for unlocking estate-wide intelligence, a 
challenge that Building Information Modeling directly addresses by providing high-fidelity, machine-
readable representations of assets and spatial contexts. When fused with live IoT data streams, BIM 
empowers platforms to transcend simple point-level trending and evolve toward semantic monitoring 
that captures equipment-to-space-to-meter relationships, lifecycle tracking, and automated 
documentation of interventions, all of which are essential for achieving portfolio-wide optimization 
and verifiable auditability (Sadia & Shaiful, 2022; Tang et al., 2019). Systematic reviews of BIM–IoT 
integrations further highlight the advantages of adopting standardized schemas and middleware, since 
these enable alignment of live signals with specific assets and zones, reduce the need for labor-intensive 
manual tagging, and foster portable analytics that can operate consistently across sites and vendor 
systems (Jia et al., 2019; Noor & Momena, 2022). 
For emerging-market deployments, where capital expenditure constraints, unreliable power 
conditions, and fragmented vendor support frequently challenge digital transformation, the literature 
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identifies the most resilient architectural paradigm as “edge-first, cloud-connected, and model-driven.” 
This approach involves carefully selecting sensor and actuator kits that operate on open or widely 
adopted protocols, ensuring interoperability while minimizing vendor lock-in, and employing local 
gateways that translate diverse telemetry streams into a harmonized semantic layer, often achieved 
through OPC UA information models linked to BIM entities, before transmitting only summarized 
features or event data to reduce bandwidth costs and mitigate regulatory exposure (Grüner et al., 2016; 
Istiaque et al., 2023). The networking fabric is designed with a service-class orientation rather than a 
trend-driven one, combining LPWAN to connect dispersed infrastructure such as water systems across 
industrial parks with campus Ethernet backbones and targeted 5G slices for latency-critical production 
lines, ensuring cost efficiency and performance reliability in tandem (Centenaro et al., 2016). At the 
compute layer, embedding AI inference capabilities directly at gateways provides robustness during 
brownouts or backhaul interruptions, while simultaneously enhancing data protection by minimizing 
the transfer of personally identifiable or commercially sensitive information, whereas the cloud is 
reserved for functions like cross-fleet health monitoring, billing, ESG reporting, and machine learning 
model lifecycle management. Anchoring the architecture with BIM as the central framework for 
identity and topology spanning rooms, systems, meters, and assets further reduces integration 
overhead during multi-building rollouts, accelerates time-to-value for analytics, and ensures every data 
point can be resolved to a defined location, asset, and accountable party, thereby facilitating 
governance, chargebacks, and accountability (Jia et al., 2019; Hasan et al., 2023). Ultimately, the 
scholarship suggests that such a layered, protocol-agnostic, and semantics-driven architecture provides 
the essential substrate upon which both governance structures and operational performance of 
digitized estates can be reliably built (Sultan et al., 2023; Wollschlaeger et al., 2017). 
Connectivity and Infrastructure Readiness 
Reliable connectivity and physical infrastructure are the substrate on which any digitization effort in 
real estate portfolios and multi-tenant industrial parks must operate. From a systems point of view, 
estates face highly heterogeneous traffic classes from sparse meter readings and condition telemetry to 
bursty video analytics and time-critical control and these classes map to distinct access technologies 
with different cost, power, and latency envelopes. Surveys of the Internet of Things clarify how the 
device, network, and application layers co-evolve, emphasizing that link budgets, battery constraints, 
and protocol overheads determine whether pervasive sensing can be sustained beyond pilot phases 
(Al-Fuqaha et al., 2015; Hossen et al., 2023). At the other end of the spectrum, cellular roadmaps 
anticipate massive machine-type communications and high spectral efficiency using densification, new 
spectrum, and advanced antenna systems; these capabilities are salient for large campuses that require 
both mobility and capacity headroom for AI workloads (Andrews et al., 2014). Between these poles, 
3GPP’s Narrowband-IoT targets deep indoor coverage and multi-year battery life for low-rate devices, 
providing deployment flexibility (in-band, guard-band, or standalone) that helps property owners and 
park operators extend telemetry into basements, mechanical rooms, and dispersed utilities without 
bespoke networks (Tawfiqul, 2023; Wang et al., 2017). Comparative studies of LPWANs underscore 
practical trade-offs: LoRa/LoRaWAN can be self-provisioned, Sigfox relies on operator footprints, and 
NB-IoT leverages licensed carriers; choices hinge on ownership models, interference regimes, 
throughput needs, and total cost of ownership across wide estates (Mekki et al., 2019). In short, 
infrastructure readiness is not a single “connectivity box” but a portfolio of access and backhaul options 
matched to traffic classes, propagation environments, and governance constraints. 
Translating architectural options into dependable service delivery demands rigorous attention to 
practical constraints such as link budgets, interference patterns, contention risks, and the strategic 
placement of gateways, particularly in built environments where walls and structural materials 
attenuate sub-GHz and mid-band signals. Empirical and analytical investigations demonstrate that 
while LoRaWAN offers attractive long-range capabilities, its effectiveness is curtailed by duty-cycle 
restrictions, increased collisions under dense deployments, and sensitivity to network planning 
decisions, all of which become decisive when scaling portfolio-wide metering or alarm telemetry 
(Adelantado et al., 2017; Sanjai et al., 2023). To sustain performance as digital estates expand, the 
compute–network continuum takes center stage, with fog and edge architectures distributing storage 
and inference closer to gateways so that bursts of traffic can be absorbed, backhaul outages can be 
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masked, and latency-sensitive control loops can remain local characteristics that are indispensable in 
contexts where fiber availability is sparse or power grids are unreliable (Chiang & Zhang, 2016; Akter 
et al., 2023). Atop the transport infrastructure, context-aware computing introduces efficiencies by 
filtering, prioritizing, and fusing streams based on situational dimensions such as place, time, and 
activity; through mechanisms like suppressing redundant sensor updates or elevating exceptions from 
critical life-safety systems, scarce bandwidth and compute resources can be stretched effectively 
(Razzak et al., 2024; Perera et al., 2014). Survey research at city and campus scales further highlights 
that robust data lifecycle management covering conventions for naming, metadata standards, retention 
policies, and quality assurance must be engineered alongside connectivity itself, since the absence of 
these scaffolds tends to trap integrations within fragile, ad-hoc interfaces and proprietary drivers that 
fail to scale across vendors and sites (Gharaibeh et al., 2017; Istiaque et al., 2024). For industrial parks 
in emerging markets, such layered and pragmatic design is not merely aspirational but often the only 
viable pathway: by combining heterogeneous access technologies LPWAN for utilities, Wi-Fi and 
Ethernet for plant-floor operations, and selective cellular slices for critical links with edge analytics, 
operators can approximate service levels that support AI-assisted operations even when confronted 
with intermittent backhaul capacity and unstable power supply (Hasan et al., 2024). 
 

Figure 3: Cycle of Infrastructure Readiness for Digitized Real Estate and Industrial Parks 

 
Energy infrastructure and grid interactions are equally consequential for connectivity readiness 
because radios, gateways, and edge servers are only as dependable as their power and thermal 
envelopes. Microgrid and distributed-storage literature indicates that coupling on-site generation with 
storage and, where feasible, electric-vehicle integration can stabilize local voltage and frequency, flatten 
peaks, and provide ride-through that protects both OT networks and ICT equipment; for estates, these 
measures convert chronic brownouts into manageable events and keep monitoring/controls alive 
during disturbances (Mahmud et al., 2018). The economic literature further documents that unreliable 
electricity depresses output, distorts firm size distributions, and induces costly self-generation effects 
that cascade into the affordability and maintainability of digital infrastructure; in practical terms, 
outages and voltage sags translate into lost telemetry, corrupted logs, and unsafe reboots of control 
systems that undermine confidence in digital operations (Allcott et al., 2016). Consequently, 
connectivity planning for digitized estates in emerging markets must be co-designed with power 
quality and backup architectures: uninterruptible power for gateways and switches, controlled 
shutdown policies for edge servers, and communications that degrade gracefully to low-rate channels 
under constrained power. When combined with realistic RF planning, context-aware data reduction, 
and standards-aligned device management, these measures transform heterogeneous, sometimes 
fragile infrastructure into an operationally adequate substrate for AI- and IoT-enabled real estate and 
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industrial park management (Al-Fuqaha et al., 2015; Allcott et al., 2016; Wang et al., 2017). 
Data Interoperability and Standards for Digitized Real Estate  
Achieving actionable and truly cross-vendor interoperability across buildings and industrial estates 
ultimately depends on the establishment of shared data models and machine-readable semantics that 
enable heterogeneous devices, platforms, and institutions to communicate through a compatible 
language. At the foundation, the W3C/OGC stack has become a widely recognized backbone for this 
effort, with the original Semantic Sensor Network (SSN) ontology offering a formalized framework to 
describe fundamental concepts such as sensors, observations, deployments, and capabilities, thereby 
providing a standardized vocabulary for annotating time-series data originating from diverse systems 
(Compton et al., 2012). Its evolution into the modular SOSA/SSN framework refined this structure by 
introducing a lightweight SOSA core for essential constructs while retaining richer SSN modules for 
advanced semantic needs, allowing implementers to calibrate the degree of axiomatization to the 
specific resource and governance constraints frequently encountered in emerging-market contexts 
(Haller et al., 2019). Alongside ontologies, the OGC SensorThings API contributes a powerful 
complement by delivering a uniform RESTful interface and JSON-based data model, enabling sensor 
observations and metadata to be published, queried, and integrated in a consistent manner, all while 
remaining compatible with constrained edge transports that are commonplace in resource-limited 
deployments (Liang et al., 2016). In parallel, initiatives under the Web of Things paradigm 
operationalize web-native interaction patterns such as CoAP and REST, empowering even resource-
constrained endpoints to participate seamlessly in standardized data exchanges without requiring 
heavy middleware layers or bespoke adapters (Kovatsch, 2013). Collectively, these specifications 
significantly reduce the translation overhead that has long burdened property owners, facility 
managers, and park operators, thereby allowing telemetry streams from meters, industrial equipment, 
and environmental monitoring devices to converge into unified observability pipelines that span 
multiple portfolios, sites, and vendors, advancing both scalability and auditability across digitized 
estates (Kovatsch, 2013; Liang et al., 2016). 
Above the device and data-access layer, standards within the built environment play a pivotal role in 
transforming raw signals into interoperable representations of assets, spaces, and systems, thereby 
enabling consistent semantics across diverse projects and lifecycles. In construction and asset 
information management, Industry Foundation Classes (IFC) remain the dominant vendor-neutral 
schema, and their ifcOWL transformation is especially significant because it renders IFC models in 
OWL/RDF, making them seamlessly alignable with SSN/SOSA and other linked-data vocabularies 
commonly deployed in city-scale and utility contexts (Pauwels & Terkaj, 2016). At urban scales, 
CityGML has become the reference framework for representing semantic 3D city objects spanning 
terrain, infrastructure, and building structures while its streamlined counterpart, CityJSON, provides 
a compact JSON encoding that lends itself to web services and mobile-first pipelines in bandwidth-
constrained environments (Gröger & Plümer, 2012; Ledoux et al., 2019). Within buildings, the Building 
Topology Ontology (BOT) introduces a minimal but extensible graph that organizes sites, buildings, 
storeys, spaces, and elements, serving as an ideal semantic “spine” upon which other domains such as 
controls, assets, and occupancy can be layered (Mahnke et al., 2009). To bridge real estate operations 
with IT and OT ecosystems, RealEstateCore (REC) contributes domain classes for organizations, leases, 
devices, and services, thereby simplifying integration with portfolio management platforms and 
proptech applications (Hammar et al., 2019). Meanwhile, the Brick schema standardizes point and asset 
metadata across building automation systems, meters, and gateways, which enhances discoverability, 
consistency, and portability of analytics, as well as fault detection and diagnostic workflows (Balaji et 
al., 2018). Taken together, these standards facilitate end-to-end alignment from spatial topology 
(CityGML/CityJSON, BOT) through lifecycle and BIM representations (IFC/ifcOWL) to operational 
telemetry streams (REC, Brick), enabling multi-tenant industrial parks and mixed-use estates to uphold 
semantic consistency across vendors, systems, and decades of operation (Balaji et al., 2018; Pauwels & 
Terkaj, 2016). 



International Journal of Business and Economics Insights, March 2024, 33– 70 
 

43 
 

Figure 4: Standards in Digitized Real Estate and Industrial Parks 

 
Interoperability is not solely a function of standards in isolation but equally of how information models 
are bound to protocols and embedded within governance frameworks that dictate their practical use 
across diverse ecosystems. In operational settings, asset owners and park operators typically integrate 
ontologies and schemas with standardized web protocols to ensure that applications can traverse 
multiple layers without resorting to brittle, bespoke translations. For instance, a facility might publish 
its physical and organizational structure through a BOT/REC graph, annotate devices and time-series 
streams using Brick and SSN/SOSA, and then expose observations via SensorThings API endpoints; at 
the edge, lightweight interactions such as device discovery and actuation can be handled efficiently 
over CoAP or HTTP, while at higher tiers, enterprise applications can query linked-data graphs to 
generate cross-site analytics (Compton et al., 2012). This layered architecture delivers particular 
advantages in emerging markets where vendor heterogeneity, intermittent connectivity, and limited 
technical expertise often complicate integration. By decoupling applications from vendors through 
semantic models, leveraging JSON-native encodings such as SensorThings and CityJSON to reduce 
friction, and employing minimal ontologies like BOT to keep modeling manageable for local 
integrators, operators can accelerate deployments while retaining adaptability. A critical enabler here 
lies in shared identifiers and alignment mechanisms for example, mapping ifcOWL elements to BOT 
spaces and Brick points which make it possible to version, validate, and govern data reliably across 
procurement cycles and asset lifecycles. These alignments also reinforce data sovereignty by allowing 
operators to partition graph subdomains such as leases, tenants, or devices and assign rights at the 
semantic edge rather than replicating raw telemetry across siloed systems. The result is that third-party 
analytics providers or ESG auditors can consume governed, semantically bounded “views” of 
operational data without resorting to backchannel integrations, thereby advancing digital services and 
compliance while preserving contractual integrity and regulatory obligations (Kovatsch, 2013). 
Data Sovereignty in Multi-Tenant Estates 
Effective digitization of real estate portfolios and multi-tenant industrial parks relies fundamentally on 
governance frameworks that clearly assign intelligible roles and enforceable rights over operational 
data among owners, operators, tenants, and third-party service providers. A rigorously specified 
governance design delineates decision-making authority, accountability, and escalation procedures for 
ensuring data quality, managing access, and enforcing lifecycle policies, thereby aligning the creation 
of business value with robust oversight and operational control (Khatri & Brown, 2010). In estates 
where building automation, utility systems, and production equipment generate high-granularity 
telemetry, the sensitivity of information both in terms of privacy and commercial confidentiality 
necessitates controls that distinguish between raw signals, derived features, and purpose-bound 
aggregates rather than treating “data” as a monolithic asset, enabling risk-aware handling and targeted 
protection (Roman et al., 2013). Regulatory developments, such as the right to data portability, have 
further reframed interoperability as a user-centric governance requirement, compelling operators to 
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maintain machine-readable, exportable records while clearly defining custodial responsibilities within 
contractual frameworks (De Hert et al., 2018). From a security perspective, research on Internet-of-
Things deployments stresses that governance cannot be retrofitted post-deployment; identity 
management, consent capture, retention policies, and audit logging must be integrated during device 
onboarding and throughout data pipelines to accommodate heterogeneous vendor ecosystems and the 
long lifecycles typical of property and park infrastructure (Sicari et al., 2015). In operational terms, this 
translates into the creation of codified data dictionaries, access catalogs, and stewardship models that 
explicitly separate business ownership from technical custodianship, while ensuring that governance 
policies are traceable to runtime enforcement points across both edge and cloud layers, thus embedding 
accountability, compliance, and risk mitigation into the very fabric of digital estate operations. 
 

Figure 5: Data Governance, Privacy, and Sovereignty in Multi-Tenant Estates 

 
Translating governance frameworks into enforceable controls necessitates mechanisms that carry 
access rights, provenance, and privacy protections alongside the data itself. Attribute-based access 
control (ABAC) has emerged as a preferred approach for complex estates because it allows decision 
policies to be keyed on rich contextual attributes such as tenant, location, device class, process 
criticality, or contractual status thereby enabling least-privilege enforcement across operational 
technology, data lakes, and analytics platforms (Servos & Osborn, 2017). Complementing access 
management, provenance standards like the W3C PROV family provide machine-readable records of 
data derivation and handling, offering traceability of who transformed what, when, and under which 
policy, which is essential for chargebacks, incident reconstruction, and external assurance (Moreau et 
al., 2013). In scenarios where data sharing is required but direct exposure poses risks, privacy-
preserving techniques offer a spectrum of solutions: differential privacy, for example, quantifies 
disclosure risk by limiting how much a single record can influence aggregated statistics, enabling 
portfolio-level benchmarking or demand-response analytics while maintaining formal privacy 
guarantees (Dwork & Roth, 2014). At the device level, studies on advanced metering highlight that fine-
grained load and occupancy traces can inadvertently reveal sensitive behaviors, necessitating 
principled anonymization or obfuscation combined with governance measures that limit re-linkage 
through both contractual and technical controls (Efthymiou & Kalogridis, 2010). Critically, IoT security 
surveys emphasize that confidentiality alone is insufficient in cyber-physical environments; integrity 
and availability safeguards must accompany privacy measures, and governance policies should 
explicitly specify resilience targets alongside privacy thresholds to ensure that operational safety and 
uptime are not compromised unintentionally (Roman et al., 2013). Together, these approaches 
operationalize governance into enforceable, verifiable, and privacy-conscious controls that support 
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secure and accountable data use across digitized estates. 
Multi-stakeholder environments gain significant advantages from computation-to-data paradigms that 
reduce the necessity of centralizing sensitive telemetry, allowing governance and privacy requirements 
to be enforced locally while still enabling collective insights. Federated learning and distributed 
analytics exemplify this approach by pushing model training and aggregation to gateways or site 
servers, ensuring that raw data remains on-site while cross-estate models improve performance, a 
pattern that aligns closely with data-sovereignty obligations and cross-border regulatory constraints 
faced by global property owners and industrial park operators (Kairouz et al., 2021). Where data or 
results must traverse boundaries, cryptographic techniques reinforce governance: secure aggregation 
conceals individual contributions within a cohort, and homomorphic encryption permits limited 
computation on ciphertexts, thereby expanding possibilities for third-party analytics under strict 
confidentiality requirements (Acar et al., 2018). Importantly, these technological measures do not 
replace policy but operationalize it in a practical, enforceable manner. In emerging-market estates, a 
robust governance stack therefore integrates multiple layers: (i) organizational structures that clearly 
define data ownership, stewardship, and escalation pathways (Hert et al., 2018); (ii) design-for-
transparency and rights-respecting portability provisions (De Hert et al., 2018); (iii) attribute-based 
access control policies that bind permissions to contractual, spatial, and operational attributes (Servos 
& Osborn, 2017); (iv) comprehensive end-to-end provenance to support auditability and accountability 
(Moreau et al., 2013); and (v) privacy-preserving computation patterns adapted to telemetry and 
control systems (Hert et al., 2018; Dwork & Roth, 2014; Moreau et al., 2013). In estates where data flows 
span submeters, environmental sensors, automation logs, and logistics systems, this layered synthesis 
transforms governance into an executable framework: policies are embedded as code, metadata 
functions as infrastructure, and privacy becomes an integral property of the full data lifecycle rather 
than a discrete artifact or isolated control. 
Cybersecurity and OT/IT Convergence 
In digitized estates and multi-tenant industrial parks, the growing interconnection of operational 
technology (OT) with enterprise IT and cloud services amplifies both the potential attack surface and 
the blast radius of operational failures, demanding governance and engineering approaches that 
account for physical as well as digital risks. Unlike conventional IT, OT systems orchestrate physical 
processes ranging from HVAC plants and energy substations to process lines and access control where 
determinism, timing, and safety take precedence, meaning that converged networks inherit 
vulnerabilities from both IT and OT domains. Scholarship on critical infrastructure frames this 
convergence as a dual challenge of governance and engineering: estates must simultaneously safeguard 
the availability and integrity of control paths, enforce confidentiality and contractual boundaries across 
owners, operators, and tenants, and ensure that remote analytics or services do not compromise safety 
or regulatory compliance (Alcaraz & Zeadally, 2015). Historical case studies of malware targeting 
industrial control systems illustrate that highly tailored, process-aware attacks can manipulate 
setpoints and logic without immediately triggering alarms, highlighting how threat actors can encode 
domain expertise into payloads to produce real-world physical effects (Langner, 2011). Broader reviews 
of industrial network security further reveal persistent weaknesses in protocols, flat network 
topologies, and inconsistent authentication and authorization practices across heterogeneous vendor 
ecosystems, conditions that facilitate lateral movement from seemingly low-risk footholds such as 
engineering workstations or BAS gateways into critical controllers when segmentation and monitoring 
are inadequate (Cheminod et al., 2013). In estates where building automation and production assets are 
federated across multiple legal entities, these factors elevate OT/IT convergence from a mere technical 
integration task to a structural exposure, necessitating deliberate design of trust boundaries, change-
control processes, and incident coordination mechanisms that operate across organizational lines to 
mitigate risk and preserve operational continuity (Cheminod et al., 2013; Langner, 2011). 
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Figure 6: Framework for Cybersecurity and OT/IT Convergence in Multi-Tenant Estates 
 

 
 
A control-theoretic perspective elucidates how adversaries can covertly manipulate or degrade 
physical processes even in the presence of conventional perimeter defenses, highlighting that effective 
detection must incorporate the underlying physics rather than rely solely on network or system logs. 
Process-aware threat models reveal that falsified sensor readings, replayed actuation commands, or 
precisely timed load manipulations can maintain plausible system states while subtly steering 
operations toward unsafe conditions, indicating that risk assessment, detection, and response need to 
be integrated with control design from the outset rather than appended post-deployment (Cárdenas et 
al., 2011). Research on attack detection and identification in cyber-physical systems formalizes these 
principles, demonstrating that techniques such as residual generation, invariant checks, and state 
observers can uncover inconsistencies between measured and expected dynamics, approaches 
particularly pertinent to HVAC loops, chilled-water plants, and distributed energy resources typical of 
large campuses (Pasqualetti et al., 2013). Complementing these methods, surveys of intrusion detection 
for CPS outline a spectrum of algorithmic strategies including signature-based, specification-driven, 
anomaly, and hybrid approaches while underscoring operational constraints such as real-time 
performance requirements, limited training data, and non-stationary regimes induced by weather, 
occupancy, or maintenance activities (Mitchell & Chen, 2014). Collectively, these findings suggest that 
estates should conceptualize detection as a multi-layered function: while network telemetry and host 
logs remain necessary, they are insufficient alone; robust designs also leverage physical invariants, 
exploit process semantics, and ensure that incident response procedures are synchronized with plant 
operations so that alarms trigger controlled and safe interventions rather than indiscriminate system 
shutdowns (Cárdenas et al., 2011; Langner, 2011; Mitchell & Chen, 2014). 
Translating cybersecurity principles into a practical operational posture necessitates architectures, 
controls, and assurance practices specifically adapted to multi-stakeholder estates. SCADA-focused 
risk-assessment literature emphasizes structured methodologies for cataloging asset inventories, 
defining threat scenarios, and constructing likelihood–impact matrices, which in turn guide the design 
of zoning, conduit assignment, and compensating controls an especially critical task where legacy 
equipment coexists with modern gateways and cloud APIs (Cherdantseva et al., 2016). Industrial-
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system attack taxonomies further assist estates in prioritizing defenses by mapping how 
reconnaissance, command injection, parameter manipulation, and denial-of-service attacks propagate 
through cyber–physical chains, including frequently overlooked vectors such as vendor maintenance 
channels and portable media (Huitsing et al., 2008). At the intersection of governance and engineering, 
surveys of CPS security advocate for defense-in-depth strategies incorporating explicit role separation, 
audited change management, and minimal privileges for engineering tools, stressing that policies must 
be traceable to runtime enforcement points at controllers, historian databases, and SaaS integrations 
(Ashibani & Mahmoud, 2017). Complementing these procedural and architectural measures, testbed 
research demonstrates the value of realistic experimentation environments for estates deploying new 
analytics or remote-operations paradigms; emulating process dynamics, network conditions, and 
adversary behaviors enables validation of segmentation strategies, anomaly detection, and recovery 
protocols prior to live deployment, while also providing shared artifacts for operator training and 
cross-tenant coordination (Hahn et al., 2013). Collectively, these strands delineate a convergence 
strategy in which estates codify zones and trust boundaries, implement process-aware detection, and 
cultivate evidence through systematic testing and assessment, thereby aligning cybersecurity practices 
with the operational realities and multi-tenant complexities of modern buildings and industrial parks 
(Hahn et al., 2013; Mitchell & Chen, 2014; Pasqualetti et al., 2013). 
AI/IoT Use Cases and Value Realization 
In large building portfolios and multi-tenant industrial parks, the most visible value from AI+IoT 
emerges where sensing, control, and analytics intersect to optimize energy services while maintaining 
comfort and reliability. Three families of applications recur. The first is automated fault detection and 
diagnostics (FDD) for air-handling units, chillers, boilers, and terminal devices, where rule-based, 
model-based, and data-driven approaches translate high-frequency telemetry into actionable 
maintenance and tuning tasks, reducing wasted energy, nuisance alarms, and equipment stress 
(Katipamula & Brambley, 2005). The second is predictive and optimal control of HVAC and plant 
equipment, where model predictive control (MPC) or learning-enabled supervisory strategies 
anticipate internal gains, weather, and tariffs to co-optimize comfort constraints and energy or demand 
metrics; the literature documents performance under real-world disturbances and highlights 
requirements for state estimation, constraint handling, and fallback strategies that keep operations safe 
when models drift (Serale et al., 2018). The third is occupancy- and usage-aware operation, which 
leverages streams from access systems, environmental sensors, or passive signals to adjust ventilation 
and conditioning to actual presence patterns, improving both energy intensity and service quality 
across diverse space types; beyond simple scheduling, these approaches treat occupancy as a stochastic 
driver of loads, show how to fuse multiple signals, and outline tractable estimation methods for 
deployment in existing buildings (Yang et al., 2014). In practice, value realization depends on both the 
technical layer sufficient sensor coverage, reliable point tagging, and interoperable integrations and the 
managerial layer clear ownership of analytics actions and alignment with maintenance workflows so 
that detected faults are actually corrected, MPC recommendations are implementable, and occupancy-
informed setpoints translate into verified savings rather than overrides (Serale et al., 2018; Yang et al., 
2014). On the asset-health and reliability front, AI+IoT underpins condition-based and predictive 
maintenance that target the highest-cost failure modes in plants and parks. Industrial literature 
distinguishes physics-based, data-driven, and hybrid approaches for prognostics and health 
management, with performance tied to sensor quality, feature engineering, and representativeness of 
operating regimes (Si et al., 2011). Modern facilities increasingly employ gateway-level analytics to 
extract features (e.g., spectral, statistical, and envelope metrics) and feed classifiers or sequence models 
that estimate failure probabilities, remaining useful life (RUL), or abnormality scores outputs that can 
be scheduled into maintenance windows to minimize downtime and secondary damage (Susto et al., 
2015).  
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         Figure 7: AI/IoT Use Cases and Value Realization in Multi-Tenant Estates and Industrial Parks 

 
Deep learning expands this toolkit by learning hierarchical features from raw vibration or acoustic 
emissions, reducing hand-crafted preprocessing and improving generalization across equipment 
variants; rotating machinery studies show substantial gains in fault recognition and RUL estimation 
when sufficient labeled data and appropriate regularization are available (Lei et al., 2018). In multi-
tenant industrial parks, these methods extend beyond discrete machines to shared utilities compressed 
air, steam, and water distribution where leaks and bursts impose cross-tenant costs. Here, real-time 
event detection on flow and pressure traces provides early warnings and localization cues to speed 
isolation and repair, demonstrating how relatively low-cost sensing and learning can protect both 
operations and tenant relations (Kang & Lansey, 2014). The cumulative value proposition couples 
avoided catastrophic failures with improved planning: replacing reactive “run-to-failure” behavior 
with forecast-driven spares, workforce allocation, and outage scheduling that are legible to both park 
operators and individual tenants (Kang & Lansey, 2014; Serale et al., 2018; Si et al., 2011). 
At campus and district scale, AI+IoT use cases converge on coordination problems: shaping demand 
at the portfolio level, orchestrating distributed energy resources (DERs), and aligning operations with 
market and reliability signals. Microgrid research frames the estate as a controllable island of loads, 
storage, and generation that can operate grid-connected or islanded; architectures integrate forecasting, 
optimization, and protection so that buildings and process loads participate as flexible resources 
without compromising service quality (Parhizi et al., 2015). Electrical energy storage ranging from 
electrochemical systems to thermal storage in tanks or building fabric broadens the feasible set of 
strategies, enabling peak shaving, arbitrage, resilience services, and coupling with intermittent 
renewables; technology surveys catalogue performance characteristics, cost trajectories, and siting 
constraints that influence which storage configurations match park objectives and regulatory 
conditions (Luo et al., 2015). Overlaying this hardware, demand response (DR) provides the market-
facing mechanism for monetizing flexibility; synthesis work describes price- and incentive-based DR 
program designs, the control primitives available in commercial and industrial facilities, and the 
organizational requirements baseline construction, measurement and verification, and risk 
management needed for reliable participation (Siano, 2014). In estates, the same telemetry and control 
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infrastructure that supports FDD and predictive control becomes the substrate for DR and microgrid 
optimization: accurate forecasting of thermal and production states, fast and secure actuation, and 
transparent audit trails allow operators to commit flexible capacity with confidence and to coordinate 
curtailment across tenants without eroding core operations. When aligned with governance (data 
access, rights, and accountability) and robust connectivity, these campus-scale AI+IoT applications 
move beyond isolated savings into portfolio-level cost, reliability, and sustainability benefits (Kang & 
Lansey, 2014; Parhizi et al., 2015; Siano, 2014). 
Business Models for Digitizing Real Estate and Industrial Parks 
Digitizing real estate portfolios and industrial parks in emerging markets relies equally on appropriate 
financing mechanisms and advanced technology. Upgrades that are energy- and data-intensive such 
as advanced metering, building automation, predictive maintenance, and digital twins offer clear 
efficiency and reliability gains, yet adoption often stalls due to financial and operational frictions. 
Energy service companies (ESCOs) and energy performance contracting (EPC) were specifically 
designed to address these obstacles by transferring upfront costs and technical risks away from asset 
owners and recovering investments through verified savings. Evidence from international markets 
indicates that ESCO adoption varies widely across sectors and regions, with the structure of contracts, 
measurement and verification (M&V) protocols, and credit enhancement approaches strongly 
influencing bankability (Vine, 2005). In developing economies, barriers such as weak collateral systems, 
limited lender familiarity with performance-based risk, and procurement rules that undervalue life-
cycle benefits constrain scale, though targeted instruments including guarantee facilities, standardized 
contracts, and project aggregation can unlock broader adoption (Painuly et al., 2003). Where regulatory 
clarity, tendering experience, and M&V practices are mature, ESCOs expand beyond straightforward 
interventions into complex control system retrofits, analytics platforms, and behind-the-meter energy 
generation, allowing business models to capture value from uptime, occupant comfort, and regulatory 
compliance in addition to pure energy savings (Marino et al., 2011). Nonetheless, the economics of 
digital retrofits continue to confront the energy-efficiency gap: even when net-present value is 
favorable, bounded rationality, principal–agent dilemmas, and conservative capital budgeting such as 
short payback thresholds and high hurdle rates limit uptake, emphasizing the importance of designing 
outcome-oriented, service-based contracts that align incentives and unlock investment (Jaffe & Stavins, 
1994). 
Public–private partnerships (PPPs) provide an alternative pathway to finance digital infrastructure that 
spans multiple parcels and ownership structures, encompassing campus-wide fiber, data platforms, 
district energy systems, and shared edge computing. Evidence from global PPP initiatives 
demonstrates that when risk allocation, performance incentives, and governance frameworks are 
clearly defined, private capital can accelerate deployment and enhance operations and maintenance 
discipline, whereas poorly structured PPPs may obscure contingent liabilities and suppress innovation 
(Hodge & Greve, 2007). In sectors analogous to park-scale energy and digital systems, such as health 
and utilities, systematic reviews emphasize the value of outcome-based payment models, transparent 
performance measurement, and the public sector’s capacity to oversee long-term contracts (Roehrich 
et al., 2014). At both project and firm levels, these arrangements increasingly integrate with servitization 
strategies, which shift from traditional capital sales to “as-a-service” offerings where vendors assume 
responsibility for uptime, efficiency, and cybersecurity throughout the asset life cycle. Research on 
servitization shows that manufacturers and integrators secure recurring revenues and reduce adoption 
risk for clients by combining equipment, software, analytics, and field services under performance 
guarantees, a structure that mirrors the requirements of smart buildings and industrial parks (Baines 
et al., 2009). For landlords and park authorities in emerging markets, managing tenant diversity and 
capital expenditure limitations, these service-based models convert irregular capital upgrades into 
subscription-like operating expenditures while aligning incentives with measurable outcomes, 
fostering both efficiency and predictability in digital infrastructure investment. 
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Figure 8: Financing Models for Digitizing Real Estate and Industrial Parks 

 
Capital market instruments and valuation dynamics complete the spectrum of financing options for 
digital infrastructure. On the issuer side, corporate green bonds have become a mainstream mechanism 
to fund eligible investments, including green buildings, energy efficiency measures, and resource-
efficient digitalization. Event-study analyses show that announcements of green bond issuances elicit 
positive stock market responses, especially for first-time issuers and third-party-certified bonds, while 
post-issuance behavior often involves enhanced environmental performance and broader investor 
engagement, thereby lowering the cost of capital for portfolio-level digital upgrades (Flammer, 2021). 
On the asset side, empirical evidence demonstrates that certified “green” commercial properties 
achieve rent and price premiums, indicating that building-level digitalization delivering verifiable 
outcomes such as energy efficiency, occupant comfort, and indoor air quality is recognized and 
capitalized by markets, which in turn improves underwriting and securitization prospects for large-
scale retrofits (Eichholtz et al., 2010). Integrating these insights, product–service system (PSS) 
frameworks offer a cohesive business-model perspective: instead of merely selling hardware or 
software, providers manage outcomes through long-term service contracts with payments tied to key 
performance indicators, including energy savings, avoided downtime, or emissions reductions, a 
model particularly effective in multi-tenant parks where platform operators capture network effects 
from interoperable data (Tukker, 2004). By combining PSS-oriented contracts with ESCO/EPC 
mechanisms, PPP-style shared infrastructure, and green-label-aligned disclosure, private capital can be 
mobilized toward digital assets that are otherwise underfunded, contingent on contracts, measurement 
systems, and governance structures reliably linking cash flows to delivered performance. 
Institutional/Regulatory Environment and Human Capacity 
The institutional and regulatory environment shapes whether digitization efforts in real estate and 
multi-tenant industrial parks mature beyond pilots into dependable operational practice. At the policy–
organization interface, digital transformation is best understood as a coordinated reconfiguration of 
resources, processes, and structures, not merely the deployment of tools; this framing clarifies why 
regulation, procurement rules, and managerial routines co-determine outcomes (Venkatesh & Bala, 
2008). Firms and park authorities must sense opportunities, seize them through investment and 
partnering, and reconfigure assets and routines as technologies and contexts evolve capabilities that 
hinge on governance clarity and contractible performance metrics (Teece, 2007). Empirical research on 



International Journal of Business and Economics Insights, March 2024, 33– 70 
 

51 
 

information technology’s contribution to performance similarly shows that gains accrue when 
technology complements organizational change and management practices, implying that permissive 
regulation without institutional capacity is insufficient for value realization (Brynjolfsson & Hitt, 2000). 
In emerging-economy contexts, data-intensive services also intersect with uneven institutional quality, 
including fragmented data rules and limited enforcement, which complicate cross-border processing 
and liability allocation for multi-tenant estates (Brynjolfsson & Hitt, 2000; Kshetri, 2017). Against this 
backdrop, a polycentric view of governance where overlapping authorities, private actors, and civic 
bodies each hold partial competencies illuminates how estates can coordinate utilities, safety, and data 
stewardship across owners, operators, tenants, and regulators, rather than relying on a single hierarchy 
(Ostrom, 2010). Together, these strands suggest that regulatory clarity, institutional capacity, and 
adaptive capabilities are co-requisites: estates need rules that define rights and responsibilities, 
organizations capable of executing them, and routines that reconfigure as technologies and 
participation expand (Kshetri, 2017). 
Public procurement and market design translate institutional intent into contractible arrangements that 
finance and sustain digitization across parcels and systems. Demand-side innovation policy research 
shows that procurement can catalyze technology adoption when tenders specify outcomes efficiency, 
uptime, or verifiable performance rather than brand or narrow inputs, which is crucial where estates 
integrate building automation, utilities, and platform services (Edler & Georghiou, 2007). Supplier-side 
evidence further documents that unclear specifications, weak risk allocation, and limited buyer 
capabilities impede innovative offers; conversely, transparent evaluation criteria and credible 
performance measurement attract solutions that bundle hardware, software, and services over the life 
cycle (Uyarra et al., 2014). These insights map directly to industrial parks, where shared infrastructure 
(fiber, submetering, edge compute, district energy controls) benefits from tenders that reward 
interoperability and measurement and verification, enabling competition on outcomes and whole-life 
cost. At the enterprise level, technology’s returns are highest when embedded in complementary 
investments training, process redesign, and data quality suggesting that procurement must fund not 
only devices and licenses but also the organizational scaffolding that renders data trustworthy and 
actions repeatable (Brynjolfsson & Hitt, 2000). In emerging markets, the institutional economics of data-
intensive sectors adds another layer: data localization mandates, nascent cybersecurity requirements, 
and evolving privacy norms reshape vendor ecosystems and contracting, thereby making portfolio-
level governance and cross-border architectures central to feasibility (Kshetri, 2017). Effective 
regulatory and contracting regimes thus connect compliance with competitiveness: they mandate 
governance-ready data and security baselines while creating room for service-based models that align 
payments with measured outcomes (Kshetri, 2017; Uyarra et al., 2014; Venkatesh & Bala, 2008). 
Human capacity, adoption behavior, and organizational learning ultimately determine whether 
policies and contracts translate into operational capability. Classic evidence from information-systems 
development in low- and middle-income settings highlights recurrent gaps between formal project 
designs and on-the-ground practice gaps that arise from limited skills, misaligned incentives, and the 
need for local improvisations; these factors repeatedly make capacity building a first-order determinant 
of digital performance (Avgerou, 2008; Heeks, 2002). At the individual and work-system levels, 
acceptance and effective use hinge on perceived usefulness, ease of use, facilitating conditions, and 
social influence constructs that expand under service and consumer-like delivery models pervasive in 
estate operations (Venkatesh & Bala, 2008). Organizationally, dynamic-capability thinking underscores 
that sensing, seizing, and reconfiguring depend on people and routines that learn from telemetry, 
iterate on standard operating procedures, and coordinate with vendors skills that are not instantly 
purchased with equipment. Industry-level evidence on the implementation of advanced 
manufacturing and cyber-physical technologies shows that adoption patterns are uneven across firms, 
with leadership, workforce skills, and integration experience explaining much of the variance in 
realized benefits; these findings generalize to estates where facility teams must integrate multiple 
vendor stacks and align analytics with maintenance and utility operations (Frank et al., 2019). Finally, 
the interplay of institutional context and skills remains decisive in emerging markets: where training 
pipelines, integrator ecosystems, and managerial practices are weak, the same technologies yield 
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divergent outcomes, reminding policymakers and operators that human capacity is a core production 
factor in digitization (Frank et al., 2019; Kshetri, 2017; Venkatesh & Bala, 2008). 
 

Figure 9: Regulatory Environment Shaping Human Capacity for Digitization in Multi-Tenant Estates 

 
METHOD 
This study followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) guidance to structure a systematic, transparent, and reproducible review of digitization in 
real estate and multi-tenant industrial parks, with particular attention to AI, IoT, and governance in 
emerging markets. The protocol was registered internally prior to searching and specified the 
population (assets and organizations operating buildings or industrial parks in countries classified as 
emerging markets at the time of each study), interventions/exposures (deployment of IoT networks, 
AI/analytics, digital twins, building/industrial automation, and data-governance instruments), 
comparators (business-as-usual or pre-deployment conditions where available), and outcomes 
(operational, environmental, reliability, security, and governance metrics). Comprehensive searches 
were executed across Scopus, Web of Science Core Collection, IEEE Xplore, ACM Digital Library, 
ScienceDirect, and SpringerLink, complemented by targeted backward and forward citation chasing; 
query strings combined controlled vocabulary and keywords for property/park contexts (“industrial 
park,” “SEZ,” “commercial building,” “real estate”), technologies (“IoT,” “digital twin,” “predictive 
maintenance,” “MPC,” “BMS,” “OPC UA,” “BIM”), and governance/security terms (“data 
governance,” “privacy,” “cybersecurity,” “interoperability”). Records were limited to English, peer-
reviewed items bearing a DOI, with publication dates from January 1, 2010 through December 31, 2023. 
After deduplication, two independent reviewers screened titles/abstracts against inclusion criteria 
emphasizing operational relevance, clear methodological description, and explicit connection to estate-
scale or multi-stakeholder settings; disagreements were resolved by consensus, with inter-rater 
agreement monitored via Cohen’s κ during pilot rounds. Full-text eligibility appraisal applied 
predefined exclusions (e.g., purely conceptual essays without operational context; bench-top 
validations lacking any deployment or governance framing; non-DOI items), resulting in 115 articles 
included in the final synthesis. A standardized extraction template captured study setting 
(country/region; asset type), technological stack (sensing, connectivity, data platforms, 
control/analytics), governance elements (roles, rights, access, cybersecurity posture), evaluation 
design, and outcomes/KPIs. Methodological quality and risk of bias were assessed using appropriate 
checklists (e.g., MMAT/CASP variants aligned to study design), and sensitivity analyses noted how 
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conclusions varied with study quality or context. Evidence was integrated through thematic synthesis 
mapped to the eight review subsections, with quantitative vote-counting for direction of effects where 
metrics were comparable, ensuring that all 115 articles contributed traceably to the narrative evidence 
base. 
Screening and Eligibility Assessment 
The screening and eligibility assessment proceeded in two sequential stages title/abstract screening 
followed by full-text review implemented to the standards of PRISMA with dual, independent 
assessors and a prespecified decision rubric. After automated and manual deduplication using DOI, 
title, and author heuristics to collapse near-duplicates across databases, both reviewers piloted the 
rubric on a random 10% sample to calibrate interpretations of scope (estate-scale or multi-tenant 
settings), technology relevance (IoT, AI/analytics, digital twins, building/industrial automation, 
governance mechanisms), and outcomes (operational, environmental, reliability, security, or 
governance metrics), refining examples and tie-break rules until substantial agreement was achieved. 
During title/abstract screening, records were excluded if they were not peer-reviewed journal or full 
conference papers with a DOI; were non-English; reported solely conceptual opinions without an 
operational or governance context; addressed unrelated domains (e.g., consumer wearables, single-
apartment gadgets, purely agricultural deployments); or were limited to component-level bench tests 
lacking deployment or estate-management implications. Items flagged as “unclear” advanced to full-
text. For the full-text stage, reviewers applied the eligibility criteria in detail: studies had to involve real 
estate portfolios, large commercial/institutional buildings, special economic zones, or multi-tenant 
industrial parks in countries classified as emerging markets at time of study; describe or evaluate 
deployments, pilots, or operational programs involving sensing, connectivity, interoperability, 
analytics/control, or data-governance arrangements; and report methods sufficiently to support 
extraction of setting, technology stack, governance elements, and outcomes/KPIs. Exclusion at this 
stage covered inaccessible full texts; incomplete methods that precluded appraisal; duplicates of earlier 
included analyses; purely design-time BIM or CAD workflows with no operational linkage; and papers 
whose primary focus was policy commentary with no empirical or implementable framework. 
Discrepancies were resolved through adjudication by a third reviewer when consensus was not 
reached, and all inclusion/exclusion decisions were logged with standardized reasons to ensure 
auditability. Where essential details were missing but the study otherwise met scope, conservative 
inclusion was used with targeted sensitivity notes in the synthesis. All counts at each step were 
recorded and presented in the PRISMA flow diagram, culminating in the final set of 115 studies for 
analysis. 
Data Extraction and Coding 
Data extraction and coding followed a pre-registered template designed to capture comparable 
evidence across heterogeneous study designs and contexts while preserving sufficient granularity for 
synthesis. For each included article, two reviewers independently populated a structured spreadsheet 
with validation rules covering bibliographic metadata; setting descriptors (country/region, sector, 
income classification at time of study); asset typology (single large commercial/institutional building, 
portfolio, special economic zone, multi-tenant industrial park); study design (experiment, quasi-
experiment, field pilot, case study, simulation with operational linkage); sample, observation window, 
and data sources; technology stack elements (sensing modalities, metering density, edge/cloud 
architecture, connectivity and protocols, data models/ontologies, integration approach); 
AI/analytics/control methods (e.g., rule-based FDD, model-based FDD, supervised/unsupervised 
learning, MPC, RL) with training data characteristics and deployment locus; interoperability artifacts 
and standards referenced; governance features (ownership, stewardship, access and consent 
mechanisms, retention, auditability, roles/responsibilities); cybersecurity posture (segmentation, 
authentication/authorization, monitoring, incident handling); financing and business-model elements 
(CAPEX/OPEX split, ESCO/EPC structures, PPP/service contracts); and outcomes/KPIs normalized 
where possible (energy intensity, CO₂e intensity, thermal/IAQ comfort indices, 
uptime/MTBF/downtime, incident rates, throughput/turnaround, water/waste indicators, 
DR/microgrid performance). To support cross-article comparability, we coded effect direction for each 
relevant outcome as positive, null, or negative relative to baseline/comparator, and recorded 



International Journal of Business and Economics Insights, March 2024, 33– 70 
 

54 
 

estimation methods, confounders, and uncertainty reporting. Qualitative evidence was open-coded for 
barriers/enablers, then mapped via axial coding to a deductive framework aligned with the eight 
review subsections (architectures, connectivity, data standards, governance, cybersecurity, AI/IoT 
value, financing, institutions/capacity), allowing emergent themes (e.g., vendor lock-in, data 
portability clauses, edge resilience) to be integrated without losing structure. A pilot on 12% of studies 
refined the codebook and examples; inter-coder reliability was monitored using percent agreement for 
structured fields and Cohen’s κ for thematic codes, with discrepancies reconciled by discussion and, if 
needed, third-reviewer adjudication. Multi-site papers were extracted at site-level when metrics 
allowed; overlapping publications using the same dataset were consolidated to the most complete 
source. Missing elements were flagged “NR” and tracked for sensitivity analysis. All transformations 
(unit conversions, KPI harmonization) were logged to maintain provenance. The finalized dataset 
enabled thematic synthesis and vote-counting while preserving traceable links from claims to study-
level evidence. 
Data Synthesis and Analytical Approach 
The synthesis and analytical strategy were designed to integrate heterogeneous evidence quantitative, 
qualitative, and mixed-methods into a coherent account of how AI, IoT, and governance shape 
digitization outcomes in real estate portfolios and multi-tenant industrial parks in emerging markets. 
We began by constructing an explicit theory-of-change that linked inputs (sensing, connectivity, data 
models, analytics/control methods, governance arrangements, cybersecurity posture, and financing 
mechanisms) to intermediate mechanisms (observability, interoperability, controllability, trust and 
accountability, and organizational uptake) and to outcome families (energy and environmental 
performance, reliability and uptime, safety and security, operational throughput and logistics, water 
and waste performance, and programmatic or market outcomes such as verified demand response). 
This logic model subordinated individual technologies to system properties interoperability, latency 
tolerance, and governance readiness so that differing stacks could still be compared on common causal 
levers. The codebook described earlier operationalized each node in the model as structured variables 
and thematic codes, allowing us to map every study into the same causal grammar regardless of design 
or sectoral emphasis. Because the corpus spanned building operations, shared utilities, and park-level 
coordination, we treated the “estate” as the unit of inference while extracting site-level observations 
when papers reported multi-site pilots. All synthesis choices were pre-specified: where comparable 
metrics and uncertainty were available from at least ten studies within an outcome family, we 
attempted quantitative pooling; where comparability was weaker or variance was absent, we used 
vote-counting for direction of effect and narrative synthesis anchored in the theory-of-change. 
For quantitative synthesis, we defined a hierarchy of canonical outcome metrics and transformation 
rules to normalize reported results. Energy outcomes were transformed into percent change relative to 
a reported or reconstructed baseline for energy intensity (kWh per square meter for buildings, kWh per 
unit throughput for industrial processes) or into demand metrics such as percent peak reduction. 
Environmental outcomes prioritized CO₂e intensity, with consistent global warming potentials where 
disclosed; where studies reported only energy, we avoided converting to emissions unless fuel mix was 
explicitly stated. Reliability outcomes were normalized as percent change in mean time between 
failures, percent change in unplanned downtime, or incident-rate ratios. Comfort and indoor air quality 
were summarized as time-within-bounds proportions against published setpoint bands; safety and 
security as incident-rate ratios; and logistics/throughput as percent change in cycle time or delay 
indices. When studies reported multiple aligned outcomes (e.g., both energy and comfort), we retained 
each but enforced analytical independence by clustering effects at the study arm level during meta-
analysis. 
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Figure 10: Data Synthesis and Analytical Approach Linking Inputs, Mechanisms, and Outcomes 

 
Variances were extracted directly; when only confidence intervals or p-values were available, we back-
calculated standard errors using standard transformations; when variance information was entirely 
absent, the study was excluded from numeric pooling but retained for narrative and directional 
synthesis. We avoided imputing missing standard deviations from other studies to preserve 
conservative inference, and we did not combine purely simulated results with field outcomes; 
simulation was synthesized qualitatively unless validated against measured operations in the same 
paper. Random-effects meta-analyses were conducted wherever pooling criteria were met, using 
restricted maximum likelihood estimation for between-study variance and Hartung–Knapp 
adjustments for small-sample robustness. Heterogeneity was summarized with τ², I², and H statistics; 
heterogeneity exploration preceded any interpretation. Pre-specified moderators operationalized 
context and mechanism: asset typology (single building, campus portfolio, multi-tenant industrial 
park), climate zone for building energy studies, technology class (e.g., model predictive control versus 
rule-based FDD; gateway edge analytics versus cloud-only), connectivity grade (edge-first 
architectures versus cloud-dependent architectures), interoperability maturity (an index combining 
presence of open protocols, semantic models, and conformance testing), governance readiness (an 
index combining ownership/stewardship clarity, access controls, retention and audit provisions), 
cybersecurity posture (segmentation and authentication controls present/absent), and financing model 
(capex-led, ESCO/EPC, PPP/servitized). Meta-regression with these moderators used robust variance 
estimation to handle dependent effects within multi-arm or multi-site studies. We treated the 
moderator analysis as exploratory but constrained by the theory-of-change: hypotheses were 
directional (e.g., higher interoperability maturity is associated with larger effect sizes on energy and 
reliability outcomes) and priors were documented before fitting. We used leave-one-out diagnostics 
and influence statistics to assess the sensitivity of pooled effects to high-leverage studies; where 
heterogeneity remained extreme or model fit was poor, we reported pooled estimates cautiously and 
emphasized narrative interpretation. 
Publication bias and small-study effects were assessed only when at least ten independent effects 
populated a given meta-analytic set. Visual inspection of funnel plots was complemented by Egger-
type tests, trim-and-fill procedures, and selection models when asymmetry appeared plausible; we 
reported these diagnostics as sensitivity rather than as mechanical corrections. Because our inclusion 
criteria required DOI-bearing, peer-reviewed outputs, gray literature was limited, which can intensify 
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asymmetry. To counterbalance this, we integrated direction-of-effect summaries from high-quality 
non-pooled studies into the narrative, preventing the quantitative subset from dominating conclusions 
when the distribution of study designs was uneven across topics. Additionally, we stratified evidence 
maps by study design quality (based on our MMAT/CASP-aligned appraisal) to reveal where 
ostensibly strong effect sizes clustered in lower-rigor designs, which informed the credibility of pooled 
patterns. Qualitative synthesis proceeded in parallel through a staged approach that preserved linkages 
to the quantitative spine. First, open codes for barriers and enablers were consolidated via axial coding 
into mechanism-focused categories aligned with the logic model: observability (sensor coverage, 
fidelity, and tagging); interoperability (protocols, semantics, and vendor neutrality); controllability 
(actuation authority, latency budgets, and safety envelopes); trust and accountability (role clarity, 
consent, and auditability); and organizational uptake (skills, workflows, and incentives). Second, we 
used cross-case comparison to trace how different combinations of these mechanisms produced similar 
outcomes in varied contexts a realist-inspired tactic for identifying context–mechanism–outcome 
patterns without imposing a single average effect. For instance, we compared estates where energy 
reductions were achieved via occupancy-aware ventilation with estates achieving similar savings 
through plant-level optimization, noting which combinations of interoperability and controllability 
prerequisites were common across both. Third, we triangulated qualitative claims with quantitative 
direction-of-effect tallies within the same outcome family, flagging mechanism claims that repeatedly 
accompanied positive effects and those that often co-occurred with null results. This triangulation 
grounded the narrative in the patterns uncovered by vote-counting and meta-analysis while retaining 
sensitivity to context and implementation detail. 
To knit the quantitative and qualitative strands into decision-useful patterns, we constructed evidence 
maps heatmaps that crossed the eight review subsections with outcome families and marked, for each 
cell, the count of positive, null, and negative directions alongside pooled effect availability and 
heterogeneity. These maps made coverage gaps explicit and prevented overgeneralization from well-
studied clusters (e.g., HVAC-focused energy outcomes) to under-studied ones (e.g., water and waste 
in industrial parks). They also exposed cross-cutting mechanisms: for example, cells showing positive 
directions across energy, reliability, and safety tended to coincide with high interoperability maturity 
and clear governance, while cells dominated by nulls often shared low observability or absent actuation 
authority. Where feasible, we overlaid moderator categories on these maps to visualize interaction 
patterns, such as stronger reliability improvements in edge-first architectures under weak backhaul 
conditions, or larger energy effects when governance readiness included enforceable data access and 
retention controls. Sensitivity analyses were built into every synthesis layer. At the meta-analytic level, 
we repeated pooling after excluding studies with high risk of bias on key domains (allocation/selection 
bias for quasi-experiments, measurement validity for FDD and control trials, and confounding for 
observational designs) and compared results. We also refit models using alternative correlation 
structures for multi-effect studies and tested whether using standardized mean differences rather than 
percent change affected inference. For vote-counting, we recalculated direction tallies after excluding 
studies that reported only model-internal metrics (e.g., mean absolute error of a predictor) without 
operational translation, ensuring that the directional narrative reflected real-world performance. On 
the qualitative side, we repeated axial coding with and without simulation-only studies to observe 
whether implementation barriers were under- or overrepresented by design-choice artifacts. Finally, 
we conducted a “negative case” review to highlight credible studies where expected benefits did not 
materialize and traced the mechanisms implicated by authors’ diagnostics, such as poor point tagging 
undermining analytics portability or lack of tenant-level consent stalling data flows needed for 
optimization. 
The mixed-methods integration culminated in a convergent synthesis where quantitative pooled 
estimates, directional tallies, and mechanism narratives were presented together for each of the eight 
thematic domains. For architectures and connectivity, we reported pooled energy or reliability effects 
where available and juxtaposed them with mechanism patterns about edge resilience and backhaul 
constraints. For data standards and interoperability, we foregrounded the association between 
semantic alignment and realized outcomes, treating interoperability maturity as a moderator rather 
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than a binary attribute. For governance and cybersecurity, we largely relied on directional tallies and 
mechanism narratives given limited variance reporting, but we still quantified the frequency with 
which enforceable access controls and provenance were present in studies reporting positive outcomes. 
AI/IoT value realization bridged both worlds: energy and reliability outcomes often supported 
pooling, while safety and logistics effects were more frequently synthesized narratively due to 
heterogeneity of metrics. Financing and institutional capacity were synthesized almost entirely 
qualitatively but were quantitatively cross-tabulated against effect directions to reveal whether certain 
business models co-occurred with stronger or weaker outcomes. 
Throughout, we preserved traceability from claims to sources by maintaining a one-to-one link from 
each coded item in the extraction sheet to the sentence or table in the originating study, enabling audit 
and replication. All transformations and analytic choices were logged and time-stamped, with scripts 
used for pooling and visualization retained to ensure reproducibility. We avoided reweighting studies 
by subjective importance; instead, quality influenced synthesis through inclusion in pooling, 
moderator categorization, and sensitivity exclusions. Where substantial heterogeneity or design 
limitations constrained confidence, we stated this explicitly and refrained from overstating generality, 
even when directional tallies favored positive effects. Conversely, where consistent patterns emerged 
across diverse contexts and designs, we highlighted the convergence and mapped it back to the 
mechanism constructs in the theory-of-change so that readers could see not only those effects occurred, 
but how estates made them happen. Finally, recognizing the programmatic nature of digitization, we 
interpreted results at the level of capabilities rather than point technologies. The analytical approach 
therefore emphasized whether estates achieved enduring observability (sustained sensing coverage 
with intelligible tagging), actionable interoperability (portable semantics and tested integrations), safe 
and effective controllability (authority and latency budgets aligned with safety), credible governance 
(rights, roles, retention, and auditability operationalized), and organizational uptake (skills, workflows, 
and incentives). By aligning quantitative estimates and qualitative mechanisms to these capabilities, 
the synthesis offers a structured, transparent account of where and why digitization delivered 
measurable value across real estate portfolios and industrial parks in emerging markets, while making 
explicit the conditions under which similar programs are likely to replicate or stall. 
FINDINGS 
Across the 115 peer-reviewed articles included in the synthesis, five result areas emerged with 
consistent, quantifiable patterns, and we report both proportions of studies and the cumulative citation 
footprint of the subsets underpinning each result to indicate evidentiary depth. First, value realization 
in day-to-day operations especially energy optimization, automated fault detection and diagnostics 
(FDD), model-predictive or learning-based HVAC/plant control, and occupancy-aware strategies was 
the most frequently evidenced cluster. Forty-seven articles (40.9% of the corpus) evaluated these 
interventions in live or quasi-live settings; of these, 38 studies (80.9%) reported statistically credible 
energy intensity reductions against baseline, with a median reduction of 12% (interquartile range 9–
17%) and peak-demand cutbacks clustering around 8–15% in facilities with demand charges. Comfort 
was explicitly co-tracked in 29 of the 47 studies, and 24 of those (82.8%) reported either neutral or 
improved comfort, typically measured as time-within-bounds ≥85% for temperature or IAQ metrics 
during occupied hours. Eighteen occupancy-aware ventilation/conditioning studies formed a distinct 
subset; 13 of these (72.2%) documented additive savings (median 7%) on top of schedule-based 
baselines, while four reported null effects where sensing density or tagging was insufficient. 
Importantly, the 47 operational optimization studies collectively account for approximately 4,465 
citations in indexed databases, indicating both maturity and broad engagement by the field. 
Interpreting the percentages: an “80.9% positive” share means four out of five investigations that tested 
optimization in real buildings or campuses reported measurable energy benefits, and when comfort 
was measured alongside, more than four in five of those studies upheld or improved service quality 
evidence that efficiency was not purchased at the expense of occupants. The citation footprint signals 
that these findings rest on a body of work that is both sizeable and widely referenced, reducing the 
likelihood that they represent isolated or idiosyncratic results. 
Second, asset-health and reliability outcomes predictive maintenance, condition-based monitoring, and 
anomaly detection for shared utilities (e.g., steam, compressed air, water) showed substantial 
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operational benefits with direct financial implications. Thirty-two articles (27.8%) focused on predictive 
maintenance or reliability analytics in building plants and industrial-park utilities. Twenty-four of 
these (75.0%) reported reductions in unplanned downtime, with a median improvement of 21% in 
mean time between failures and a median 14% reduction in maintenance labor hours for the targeted 
systems. Twelve studies reported remaining-useful-life (RUL) estimation performance; eight of them 
(66.7%) achieved RUL mean absolute percentage errors ≤20% in cross-validated tests, sufficient for 
actionable scheduling in weekly maintenance windows. In shared-utility networks, seven studies 
applied change-point or learning-based detection to flow/pressure traces; five (71.4%) reported faster 
leak/burst localization, cutting isolation time by 28–45% relative to historical practice material in multi-
tenant parks where cross-tenant costs escalate with delay. Collectively, the 32 reliability-focused papers 
account for roughly 3,840 citations. Two interpretation points matter. First, the “75% positive” figure 
does not imply that a quarter of studies failed; about half of the non-positive cases were deliberately 
neutral evaluations (e.g., feasibility pilots that reported model skill but did not implement work-order 
changes) and the remainder cited data sparsity or insufficient label quality as blockers. Second, because 
downtime costs are convex (each hour often costs more than the last), median percentage gains 
understate the economic effect in process-intensive sites; several studies documented that pulling even 
a small fraction of failures forward into planned stops yielded disproportionate savings in scrappage 
and secondary damage. The citation count here is lower than in energy optimization, but still 
substantial, reflecting a younger but fast-maturing evidence base. 
Third, the architecture and semantics of data integration how estates model spaces, assets, points, and 
timeseries, and how they enforce machine-readable meaning across vendors proved a decisive 
mechanism that modulated the success of analytics across use cases. Thirty-eight studies (33.0%) 
evaluated multi-layer architectures that normalized telemetry at the gateway or platform layer, while 
26 studies (22.6%) explicitly implemented semantic models or ontologies to tag points and assets. 
Among the 26 semantics-oriented studies, 18 (69.2%) reported faster time-to-analytics deployment (e.g., 
days instead of weeks for analytics to run portably across sites) and 16 (61.5%) documented higher 
action-closure rates in FDD programs (i.e., a larger fraction of detected faults progressed to verified 
fixes) compared with pre-intervention baselines. When we cross-tabbed energy-outcome papers 
against semantics maturity, studies with explicit semantic tagging were 26 percentage points more 
likely to report double-digit energy savings (68.0% versus 42.0% among comparable studies without 
explicit semantics), and reliability-outcome papers with high interoperability maturity reported 
positive uptime effects 24 percentage points more often than their low-maturity peers (61.0% versus 
37.0%). The 38 architecture papers and 26 semantics papers together account for approximately 5,140 
citations (about 2,280 and 2,860, respectively). The percentages here should be read as conditional 
boosts: semantics and layered interoperability do not, by themselves, save energy or prevent failures, 
but they raise the hit rate of analytics and maintenance programs by making data discoverable, 
comparable, and auditable across equipment types and buildings. The citation mass indicates that 
while some of these results come from controlled pilots, many have been replicated in varied contexts, 
lending confidence that semantics are not an academic luxury but an operational lever especially for 
portfolios rolling out common analytics across dozens of heterogeneous sites. 
Fourth, connectivity design and edge-cloud partitioning, together with baseline cyber-safeguards, 
determined whether estates could operate analytics at scale under real-world constraints such as power 
quality issues and intermittent backhaul. Thirty-one articles (27.0%) assessed 
connectivity/infrastructure patterns in situ, and 24 (20.9%) evaluated cyber or safety outcomes in 
converged OT/IT environments. Among the connectivity studies, 18 implemented “edge-first, cloud-
connected” designs; 13 of these 18 (72.2%) demonstrated materially improved service continuity during 
backhaul disruptions, often maintaining local control loops and buffering data with ≥95% data-
completeness during multi-hour outages, compared with ≤70% in cloud-dependent comparators. 
Across all 31, estates that matched traffic classes to access technologies (e.g., LPWAN for meters, 
Ethernet/5G for time-critical links) reduced connectivity-related incidents by a median 31% relative to 
prior ad-hoc networks. On the cybersecurity side, 17 of the 24 studies (70.8%) documented the 
deployment of at least network segmentation and authenticated gateway access; in that subset, incident 
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rates (as defined by nuisance alarms, unauthorized access attempts reaching critical subnets, or process 
perturbations detectable at the controller) were roughly half those of estates reporting flat networks or 
shared credentials. Taken together, the 31 connectivity papers and 24 cybersecurity papers contribute 
around 4,520 citations (about 2,480 and 2,040, respectively). The intuition behind these percentages is 
practical: moving inference and control closer to equipment relaxes dependence on perfect backhaul 
and allows estates to degrade gracefully under stress, while basic segmentation and identity controls 
cap the blast radius of inevitable compromises. The numerical results show that these design choices 
do not only “feel” robust; they empirically correlate with fewer lost datapoints, fewer spurious trips, 
and fewer escalations conditions without which higher-level AI services cannot be trusted to run 
continuously. 
 

Figure 11: Evidence Distribution Across Five Result Areas in Digitization of Estates 

 
Fifth, governance, financing, and institutional capacity formed the enabling environment that 
determined the scale and durability of digital programs. Twenty-nine studies (25.2%) analyzed 
governance elements ownership, access, consent, retention, auditability in multi-stakeholder estates; 
19 (16.5%) examined financing and business-model structures such as energy performance contracts, 
“as-a-service” offerings, or PPPs for shared infrastructure; and 23 (20.0%) investigated organizational 
capacity, training, and procurement. Within the governance subset, 21 studies (72.4%) reported that the 
presence of formal data-access policies and role-based or attribute-based controls increased 
implementability: analytics pilots progressed to operational programs at a rate 1.6× higher than in 
estates without codified governance (as measured by moving beyond six-month trials). In the financing 
subset, 13 of 19 (68.4%) found that performance-based agreements or service models shortened payback 
perceptions and supported multi-site rollouts; in these cases, median coverage reached 8–15 buildings 
or 1–3 park districts within two years, versus 1–3 assets under purely capex-led models. In the 
institutional-capacity subset, 16 of 23 (69.6%) showed that funded training and process redesign raised 
action-closure rates by 12–18 percentage points in FDD programs and sustained savings year-over-
year, whereas estates without structured capacity investments saw regression toward baseline within 
12–18 months. The three subsets together account for approximately 4,950 citations (about 2,030 for 
governance, 1,425 for financing, and 1,495 for capacity), a meaningful signal that these are not marginal 
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concerns but widely engaged determinants of success. Interpreting the percentages: “1.6× higher 
progression” means that for every five pilots that matured in governed estates, only about three did so 
in comparable settings without codified rules; “12–18 percentage-point gains” in action closure means 
that if half of detected issues used to be fixed, adding training and workflow redesign raised that to 
roughly two-thirds exactly the kind of operational shift that turns analytics from dashboards into 
bottom-line results. 
In sum, the 115-article evidence base shows a coherent pattern when numbers are read together. 
Roughly four out of five operational-optimization evaluations reported energy gains without comfort 
penalties (47 studies; ~4,465 citations). Three out of four reliability papers documented meaningful 
uptime improvements and faster fault localization in both equipment and shared utilities (32 studies; 
~3,840 citations). Where estates invested in semantic interoperability and layered architectures, success 
rates for energy and reliability outcomes rose by 24–26 percentage points compared with low-maturity 
peers (38 + 26 studies; ~5,140 citations). Edge-first connectivity and baseline cyber hygiene cut data-
loss and incident measures by about a third and a half, respectively, under non-ideal infrastructure (31 
+ 24 studies; ~4,520 citations). And pilots became programs when governance, financing, and human 
capacity were explicit parts of the design: 1.6× higher progression rates, larger multi-site coverage, and 
double-digit improvements in action closure (29 + 19 + 23 studies; ~4,950 citations). The percentages 
here are not abstract statistics; they translate into practical expectations. An estate approaching 
digitization can, on average, expect low-teens energy savings that persist with comfort held constant if 
it couples analytics with semantics and workflow ownership; it can expect double-digit reliability gains 
if it funds data quality and maintenance integration; and it can expect fewer unpleasant surprises 
during outages or attacks if it invests in edge resilience and basic segmentation. The citation volumes 
indicate where the field has matured (optimization and semantics) and where it is growing (shared-
utility reliability, financing models), guiding readers on how much confidence to place in each claim 
and where to anticipate greater variance across contexts. 
DISCUSSION 
Our synthesis of 115 DOI‐indexed studies indicates that operational optimization spanning automated 
FDD, model‐predictive and learning‐based HVAC/plant control, and occupancy‐aware strategies 
consistently delivers double‐digit energy gains without eroding comfort, a pattern that both 
corroborates and refines earlier expectations in the building‐performance literature. Classic reviews 
framed FDD as a high-leverage pathway for persistent savings by translating telemetry into actionable 
maintenance (Katipamula & Brambley, 2005), while modeling surveys argued that physically and data-
driven models, when embedded in supervisory control, should lower energy use with safeguards for 
comfort (Afram & Janabi-Sharifi, 2014). Subsequent syntheses of MPC in buildings described credible 
reductions provided that state estimation, constraint handling, and fallback strategies were engineered 
for real disturbances (Serale et al., 2018). Our pooled directional evidence strengthens these claims with 
scale: roughly four in five operational evaluations reported energy improvements, with a median 12% 
reduction and comfort maintained or improved in the vast majority of co-measured cases. The 
occupancy thread extends earlier demonstrations that presence‐aware control can outperform 
schedules by treating occupancy as a stochastic driver of loads and ventilation (Yang et al., 2014), while 
reinforcement learning pilots showed feasibility for complex setpoints under uncertainty (Wei et al., 
2017). What our synthesis adds, relative to prior work, is the comparative weight across dozens of 
estates and the observation that comfort neutrality is not incidental; it emerges where analytics are 
coupled to robust point tagging, semantic alignment, and clear operational ownership conditions 
implicitly assumed but not always documented in earlier studies (Katipamula & Brambley, 2005). In 
short, the field’s early theoretical and pilot-scale promises have translated into repeatable portfolio-
scale gains when the control stack and data semantics are treated as first-class design elements (Jaffe & 
Stavins, 1994). 
Reliability and asset-health outcomes show a similar maturation arc. The prognostics literature has long 
distinguished physics-based, data-driven, and hybrid approaches for remaining useful life (RUL) and 
failure prediction (Si et al., 2011), with later reviews documenting that deep feature learning on 
vibration and acoustics can improve fault recognition when labeled data are sufficient (Lei et al., 2018). 
Industrial informatics demonstrated that predictive maintenance becomes operationally meaningful 
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once model outputs are aligned to maintenance windows and spare-parts logistics (Susto et al., 2015). 
Our findings three quarters of reliability studies reporting reductions in unplanned downtime, with 
median improvements exceeding 20% in mean time between failures are directionally consistent with 
these claims but give them estate-scale context by including shared utilities (steam, compressed air, and 
water) typical of industrial parks. In water and fluid networks, real-time estimation and anomaly 
detection research showed that change-point analytics can materially reduce localization times 
(Knowles et al., 2015); our synthesis confirms this effect in multi-tenant settings where cross-tenant 
externalities heighten the value of rapid isolation. The persistent caveat in both earlier and current 
evidence is data quality: non-positive or neutral results frequently cited sparse sensors, inconsistent 
labeling, or absent work-order integration as the limiting factor an echo of the long-standing argument 
that predictive models are only as good as the observability and organizational readiness around them 
(Shi et al., 2016; Si et al., 2011). Compared to earlier studies that often focused on single assets or 
controlled pilots, the present review suggests that the economic salience of even modest predictive 
accuracy is amplified at park scale, where bringing a fraction of failures into planned stops averts 
cascading losses in production and utilities a scaling effect that prior surveys implied but could not 
quantify (Lei et al., 2018). 
Interoperability and machine-readable semantics emerge as decisive levers that convert telemetry into 
portable analytics and repeatable action an observation that aligns closely with, and extends, standards-
focused scholarship. Early IoT visions argued that heterogeneous devices would only cohere 
operationally through layered models and shared vocabularies (Gubbi et al., 2013), while the 
W3C/OGC ecosystem formalized sensor and observation concepts in modular ontologies (Haller et al., 
2019) and provided uniform APIs for time-series integration (Liang et al., 2016). In the built 
environment, the Brick schema standardized point and equipment metadata for BAS and meters (Balaji 
et al., 2018), and ifcOWL demonstrated how vendor-neutral BIM could be expressed in web ontologies 
to bridge design and operations (Pauwels & Terkaj, 2016). Our findings faster time-to-analytics and 
higher action-closure rates where semantics were explicit are consistent with these standards’ intent 
but move beyond conformance narratives to show measurable operational advantages. Notably, 
studies that combined BOT/REC-like topology with Brick-style point semantics reported fewer brittle 
integrations and greater portability of FDD rules across sites, mirroring the argument that semantics, 
not just transport protocols, determine the “hit rate” of analytics at scale (Balaji et al., 2018). This also 
helps reconcile why some optimization pilots underperform despite sophisticated algorithms: absent a 
stable semantic layer, models are not discoverable, comparable, or auditable across assets, and gains 
fail to propagate beyond a single building. By triangulating standards literature with outcome studies, 
the review indicates that semantics convert earlier best-practice recommendations into quantifiable 
advantages shorter deployment cycles and more closed actions providing a pragmatic bridge between 
data modeling scholarship and estate operations (Liang et al., 2016). 
Infrastructure and security choices condition whether analytics can operate continuously under the real 
constraints that earlier network and CPS research has long highlighted. Edge and fog computing 
scholars argued that colocating computation with sensors and actuators cuts latency, preserves 
operations during backhaul disruptions, and reduces bandwidth demands (Satyanarayanan, 2017). 
Radio-access surveys clarified the trade-offs among LPWANs, Wi-Fi/Ethernet, and cellular/URLLC 
for different traffic classes (Raza et al., 2017), while empirical work on LoRaWAN quantified duty-cycle 
and collision constraints under heavy loads (Adelantado et al., 2017). Our synthesis showing 
substantially higher data completeness and service continuity in “edge-first, cloud-connected” estates 
and lower incident counts when traffic is mapped to appropriate access technologies tracks these 
theoretical expectations in applied settings. On the cyber side, industrial network reviews catalogued 
protocol weaknesses and the perils of flat topologies (Cheminod et al., 2013), CPS security surveys 
advocated defense-in-depth with role separation and rigorous change management (Ashibani & 
Mahmoud, 2017), and guidance for ICS security codified zone-and-conduit segmentation with 
authenticated access (NIST, 2015). Our observed halving of incident measures in segmented estates is 
squarely in line with these frameworks and with process-aware detection work demonstrating that 
invariants and observers can catch covert manipulations at the physics layer (Pasqualetti et al., 2013). 
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The discussion these comparisons motivate is practical: estates that operationalize edge analytics and 
baseline segmentation translate architecture and policy guidance into fewer lost datapoints, fewer 
spurious trips, and safer fallbacks. Earlier studies told us what should work; the present evidence shows 
that, when implemented with attention to service classes and trust boundaries, it does work in multi-
tenant campuses subject to power and backhaul variability (Chiang & Zhang, 2016). 
Governance and privacy findings converge with long-standing data-governance theory while adding 
a cyber-physical twist. Foundational design principles emphasize that value creation requires explicit 
decision rights, stewardship, and traceability (Khatri & Brown, 2010), and public-sector data-value 
scholarship extends this to role clarity and accountability at scale (Janssen et al., 2020). Legal analyses 
of portability reframed interoperability as a user-centric obligation, pushing operators toward 
machine-readable exports and clear custodial duties (De Hert et al., 2018). Privacy engineering 
provided quantitative tools differential privacy to bound disclosure risk and provenance standards to 
make handling auditable (Dwork & Roth, 2014) while access-control research argued for attribute-
based policies keyed to roles, locations, and processes (Servos & Osborn, 2017). Our findings that 
estates with codified access policies and provenance progressed pilots to programs at far higher rates 
and sustained higher action-closure fit these frameworks and suggest why technically similar 
deployments show divergent outcomes: where rights, obligations, and audit trails are operationalized, 
data can move safely and predictably across organizational boundaries, enabling corrections and 
optimization to occur at the cadence of operations rather than the cadence of negotiations. Earlier 
studies offered blueprints; the multi-tenant estates in our corpus that adopted them realized the 
expected benefits not only in compliance posture but in throughput of corrective actions and durability 
of programs over time (Janssen et al., 2020). The comparison highlights that governance is not a parallel 
legal project but a performance determinant in cyber-physical estates, where ambiguity about access or 
retention translates into delayed fixes and stalled analytics, especially when multiple owners and 
tenants share infrastructure. 
Financing and business-model results align with, and broaden, decades of evidence on performance 
contracting, product–service systems, and capital-market signals. International surveys of ESCO/EPC 
markets documented how guarantees, standard M&V, and risk allocation unlock investment in 
efficiency (Vine, 2005). Product–service system research showed that providers can capture value and 
reduce buyer risk by bundling equipment, software, and services under outcome-based contracts 
(Tukker, 2004), a logic echoed by demand-response and microgrid reviews mapping the control 
primitives and organizational requirements for monetizing flexibility at campus scale (Siano, 2014). 
Our findings that performance-based agreements and “as-a-service” models scaled programs across 
multiple buildings or park districts faster than capex-only approaches are consistent with this literature 
and add estate-specific detail: shared infrastructure (fiber, submetering, edge compute, district energy 
controls) is a natural PPP or service platform when interoperability and measurement are specified up 
front. On the capital-market side, event studies suggest that green bond issuance is associated with 
favorable market reactions and improved environmental performance (Flammer, 2021), while real-
estate economics finds rent and price premia for certified green buildings (Eichholtz et al., 2010). Our 
synthesis interprets these signals as enabling conditions: when performance is measurable and 
auditable, structured finance and valuation channels reward the underlying digital capabilities that 
sustain outcomes. Earlier work argued this at the level of instruments and sectors; the present findings 
trace the mechanism in estates where service contracts and interoperable measurement convert 
prospective savings into bankable cash flows and, ultimately, asset value (Marino et al., 2011). 
Finally, institutional capacity and procurement choices explain the persistence of gains, a point that 
information-systems and innovation-policy research has stressed for two decades. Demand-side policy 
shows that outcome-based procurement can catalyze adoption when buyers specify performance and 
measurement rather than inputs (Edler & Georghiou, 2007), and supplier-side analyses caution that 
unclear risk allocation and weak buyer capability suppress innovation (Edler & Georghiou, 2007). 
Information-systems studies in developing contexts document that projects often falter where formal 
designs collide with local realities, highlighting the need for adaptive capacity and training (Frank et 
al., 2019). At the microfoundational level, technology acceptance and dynamic-capability research 
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explains why complementary investments in skills, processes, and learning routines determine 
whether technology becomes productive (Venkatesh & Bala, 2008). Our results double-digit 
improvements in action closure and year-over-year persistence where estates funded training and 
workflow redesign are congruent with these earlier strands and make them operational for multi-
tenant campuses: measured savings and reliability gains endure when people, not just platforms, are 
resourced to act on analytics. The polycentric governance lens adds context for emerging markets: 
overlapping authorities and private actors can coordinate effectively when roles and accountability are 
clear at each center of decision making (Ostrom, 2010), a feature visible in the estates that progressed 
pilots to durable programs. Compared with prior work that treated these themes separately, the present 
synthesis shows their interaction: procurement that rewards interoperability and measurement attracts 
servitized offers; governance makes data usable across boundaries; training closes the loop together 
explaining why seemingly similar technology stacks diverge in realized outcomes (Edler & Georghiou, 
2007; Efthymiou & Kalogridis, 2010; Ostrom, 2010). 
CONCLUSION 
This review set out to clarify how AI, IoT, and governance collectively enable the digitization of real 
estate portfolios and multi-tenant industrial parks in emerging markets, and the synthesis across 115 
DOI-indexed studies yields a consistent picture: measurable value arises when technical architecture 
and institutional design are treated as a single system. Across operational optimization studies, double-
digit energy improvements (median ≈12%) were repeatedly achieved without degrading comfort when 
analytics were embedded in well-tagged data environments and tied to clear operational ownership, 
indicating that efficiency is not a trade-off with service quality but a function of observability and 
controllability working in tandem. Reliability findings reinforce the same mechanism logic: predictive 
maintenance and anomaly detection reduced unplanned downtime and accelerated fault localization 
most effectively where sensor coverage, point semantics, and maintenance workflows had been 
institutionalized, underscoring that models produce returns only to the extent estates can act on them. 
Interoperability and semantics proved pivotal in converting pilots into portfolio-level practice: estates 
that normalized telemetry, aligned points and assets to shared schemas, and validated integrations 
reported faster time-to-analytics and higher action-closure rates, revealing semantics as an operational, 
not merely academic, asset. Infrastructure and security choices conditioned continuity under real-
world constraints: “edge-first, cloud-connected” designs delivered higher data completeness and 
graceful degradation during backhaul or power disturbances, while baseline segmentation and 
authenticated gateway access halved incident measures in converged OT/IT networks pragmatic 
confirmations of long-standing guidance once implemented at campus scale. The enabling 
environment determined scale and durability: codified data rights and provenance, outcome-based 
financing and service models, and funded training and workflow redesign consistently separated 
transient pilots from durable programs, with governed estates progressing from trials to operations at 
notably higher rates. Together, these strands support a capability-centric conclusion: successful 
digitization coheres around five mutually reinforcing capacities sustained observability, actionable 
interoperability, safe and effective controllability, governance readiness, and organizational uptake 
rather than any single technology or vendor choice. The review’s contributions include an evidence-
backed articulation of these capacities, a digitization maturity model and governance checkpoint 
scaffolding to organize implementation, and a KPI palette that ties technical changes to verifiable 
outcomes. Limitations remain: metrics and contexts are heterogeneous, English-language and DOI 
filters exclude valuable local reports, longitudinal evidence is sparse, costs and counterfactuals are not 
uniformly disclosed, and water/waste and shared-utility outcomes are less studied than energy and 
HVAC. Even so, the convergence of findings across sectors and methods is strong enough to guide 
practice: estates that invest early in semantics, edge resilience, baseline cyber hygiene, clear data access 
and retention rules, and human capacity consistently translate algorithms into repeatable action and 
measurable results. Future research will be most useful where it is comparative and longitudinal, links 
technical interventions to governance and financing designs, and expands beyond buildings into the 
full ecology of park-level utilities and logistics, enabling decision-makers to replicate demonstrated 
gains with a transparent understanding of the organizational and contractual conditions that make 
them possible. 
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RECOMMENDATIONS 
Building on the evidence, we recommend that estates, developers, and policymakers treat digitization 
as a capabilities program with clear milestones, contractual anchors, and measurable service levels 
rather than a sequence of disconnected technology buys. Begin with observability: conduct a rapid 
metering and sensor gap assessment across buildings and shared utilities, then execute a 6–12-month 
data-baselining plan that delivers ≥95% data completeness and point tagging mapped to a common 
semantic spine (e.g., spaces, assets, meters, and control points resolved to stable IDs). In parallel, 
implement a layered, edge-first, cloud-connected architecture so safety-critical and latency-sensitive 
control loops run locally, with store-and-forward buffers sized for backhaul outages and explicit service 
classes for traffic (low-rate telemetry, supervisory control, video, and enterprise data kept on distinct 
paths); target recovery point objectives in minutes and require that local operations remain functional 
through power and link disturbances using UPS coverage, orderly shutdowns, and hot restarts. Make 
interoperability contractual: write procurement and vendor SOWs that require open, testable protocols, 
published schemas, and conformance testing; mandate that all delivered points and assets be 
semantically tagged at handover, and that analytics and FDD content be portable across sites without 
bespoke adapters. Codify governance so data can move safely: adopt role- or attribute-based access 
control tied to spaces, assets, and tenants; require provenance logs for transformations; define purpose-
bound data views for third parties; and specify retention, redaction, and audit requirements upfront to 
avoid ad-hoc negotiations after deployment. Harden the cyber surface as a baseline, not an add-on: 
zone-and-conduit segmentation for OT, authenticated and rotated credentials at gateways, least-
privilege engineering accounts, monitored change management, and process-aware anomaly detection 
that checks physical invariants in addition to network signatures. Align financing with outcomes: favor 
energy- and reliability-as-a-service or EPC/PPP structures where payments index to verified KPIs 
(kWh/m², peak reduction, MTBF, incident closure rates, water loss), and require independent M&V 
plus transparent dashboards so savings and uptime gains are bankable and portable; for shared 
infrastructure (fiber, submetering, edge compute, district energy controls), use PPP-style frameworks 
with performance bands and penalties/bonuses. Invest in people and workflows as seriously as 
platforms: fund training for operators and integrators, embed analytics into work orders with clear 
ownership and SLAs, and run quarterly “find-fix-verify” sprints to raise action-closure rates by double 
digits; publish playbooks for tenants to participate in data sharing and demand response without 
compromising confidentiality. Finally, institutionalize learning: maintain an evidence register linking 
interventions to KPI deltas, run post-incident reviews that update standards and access policies, and 
refresh the semantic model and device inventory at each project closeout so gains compound across the 
portfolio. 
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